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Abstract:Global Navigation Satellite Systems (GNSS) technology has emerged as a powerful
tool for unraveling Earth’s dynamic nature, offering continuous and precise monitoring
of geodetic positions with global coverage. This study quantifies the noise magnitude and
velocity uncertainty estimates using GNSS-derived coordinate time series data from 31 IGS
global stations. It assessed the relationship between the noise level and the uncertainties
related to the derived velocities and systematically evaluated the influence of different
coordinate solution time spans, satellite orbit/clock products, and GNSS constellation on the
noise level and velocity uncertainties. The result gives insights into GNSS velocity estimation,
noise characteristics, and the influence of ambiguity resolution. The results suggested that
resolving ambiguities and using specific GNSS constellation satellite orbits and clocks
solutions enhances the precision of velocity estimates and reduces noise magnitude. The
noise levels are observed to be consistently above –0.7 in 5-year solution sets and below –0.8
in 8-year solution sets. There is an average of 30 and 42% reduction in velocity uncertainties
due to 3 year increment in solution span using JPL and ESA orbits, respectively. GPS-only
solution set appeared to be favorable for high-precision GNSS-based geodynamic applications
with increased favourability when the ambiguities are resolved. The identified noise model,
GGM+WN, demonstrated the most appropriate noise model in most cases which is not out
of place to have been used in quantifying the noise magnitude and velocity uncertainties in
this study.

Keywords: time-series analysis, continuous GNSS station, Precise Point Positioning,
velocity uncertainties, noise properties

1. Introduction

Understanding Earth’s dynamic nature is crucial for a multitude of endeavors, ranging from
hazard mitigation and resource management to fundamental insights into planetary pro-
cesses. Global Navigation Satellite Systems (GNSS) technology has emerged as a powerful
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tool for unraveling these dynamics, offering continuous and precise monitoring of geodetic
positions with global coverage (Grapenthin, 2020). GNSS receivers collect measurements
of satellite signals, allowing users to estimate positions with millimeter-level accuracy over
short timescales. However, the GNSS positioning process is inherently stochastic, affected
by various error sources like tropospheric delays, instrumental noise, and multipath reflec-
tions (He et al., 2017). These errors manifest as noise in the derived coordinate time series,
leading to uncertainties in their analysis. While short-term variations can be smoothed out,
estimating long-term trends like Earth’s subtle movements requires careful consideration
of noise and its impact on velocity uncertainties (Tregoning and Rizos, 2006).

One of the objectives of time series modeling in geodynamic studies is to evaluate
a linear or long-term trend. This trend assessment is influenced by the uncertainty, which
is primarily determined by the noise at the lowest observed periods or high frequencies
(Bos et al., 2008; Bevis and Brown, 2014; He et al., 2018, 2019). However, accurately
estimating the noise becomes challenging when only a few data points are used for the
longest periods. The empirical covariance matrix estimation may not provide an accurate
representation of the noise, as it relies on the first and last observations to compute the
noise variance over the longest period. To address this challenge, one approach is to define
a noise model and fit the time series data to this model. By estimating the parameters
of the noise model relative to the time series, the noise can be better characterized and
quantified. The log-likelihood method, along with a numerical maximization strategy,
can be employed to estimate the parameters of the noise model (Khanzadi et al., 2011;
McCusker et al., 2011). Alternatively, other approaches such as least-squares variance
component estimation and Power Spectral Density (PSD) analysis are also available for
this purpose (Bos et al., 2020).

The daily variation in coordinate time series has recently proven to be mostly non-
random which makes the traditional assumption that the noise in the time series is purely
white noise unrealistic. Johnson and Agnew (1995) indicate that GNSS time series noise
demonstrates temporal correlation and that the noise’s PSD can be well described by
a power-law noise model using Eq. 1:

P( f ) = P0

(
f
fs

)k
(1)

where f is the frequency and P is the PSD. The amplitude and reference frequency are
represented by the constants P0 and fs, respectively, while the spectral index is denoted
by k. The noise’s type is indicated by the k value, which when analyzed using integer
value could be 0 for white noise (pure random behavior), –1 for flicker noise or –2 for
random-walk noise. Occasionally, the term colored noise is used to refer to any form of
noise that is not white in nature such as flicker and random-walk noise according to Klos
et al. (2018). Some studies (e.g. Santamaría-Gómez et al., 2011; Bogusz and Klos, 2016;
Klos et al., 2018) has shown that non-accounting for the specific colored noise present
in GNSS coordinate time series data tends to affect the station position and velocity
determination because the uncertainties of the parameter estimates can be underestimated
by a significant magnitude.
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Previous studies on the noise characteristics in GNSS coordinate time series has
revealed the presence of power-law noise, often combined with white noise and flicker
noise (e.g. Amiri-Simkooei et al., 2007; He et al., 2019; Santamaría-Gómez and Ray,
2021). The noise color in the GNSS coordinate time series is not fixed and can become
whiter over time, although the origin of this colored noise and its whitening remains
unclear (Santamaría-Gómez and Ray, 2021). Mao et al. (1999) and Goudarzi et al. (2015)
both found that a combination of white and flicker noise best characterizes the noise
in Global Positioning System (GPS) coordinate time series, with the latter also noting
a higher white noise in the vertical component for tropical stations. Amiri-Simkooei et
al. (2007) proposed a methodology for assessing noise in GPS coordinate time series,
identifying the presence of annual and semi-annual signals and the need to include
autoregressive noise in the stochastic model. Amiri-Simkooei (2016) further refined this
methodology, introducing non-negative least-squares variance component estimation to
simultaneously estimate the amplitudes of different noise components, and confirming
the presence of white and flicker noise in GPS time series, with a significant proportion
also containing random walk noise. Kaczmarek and Kontny (2018) used wavelet analysis
to identify the noise model in GNSS station coordinates, finding that the nature of noise
in measurement data does not depend on the signal estimation method. Bos et al. (2013)
describe the methodology of evaluating noise characteristics in GNSS coordinate time
series data in the presence of systematic variables such as velocity, annual and semi-annual
seasonality, and offsets due to equipment change.

Recent research has made significant advancements in GNSS observation and velocity
modeling. Zhu (2020) proposed two real-time instantaneous velocity determination
methods based on moving-window polynomial modeling, which were found to outperform
existing methods. Benoist et al. (2020) demonstrated the benefits of using a spatiotemporal
covariance model to estimate station velocities, showing improved accuracy compared
to traditional methods. Ding et al. (2020) constructed a time-varying 3-D displacement
model, which was found to significantly reduce a ~5.9-year signal in GPS time series. The
uncertainty of GNSS site velocity estimates is influenced by the type of noise in the data.
This noise can significantly impact the estimation of velocities from GNSS time series,
particularly at low frequencies (He et al. 2019). The presence of offsets in the time series
can further complicate the noise characteristics, leading to potential underestimation of
velocity uncertainties (e.g. Santamaría-Gómez and Ray, 2021). Wang and Herring, (2019)
found that position offsets have a limited impact on these uncertainties, while Klos et al.
(2014) highlighted the prevalence of flicker noise in GPS time series, which can lead to
underestimation of velocity uncertainties. Langbein (2020) proposed a new method for
estimating velocity precision, which was found to be less computationally demanding
and more accurate for flicker noise. Calais (1999) also identified spatially and temporally
correlated noise in GPS data, leading to velocity uncertainties of around 2–3 mm/yr.
These studies collectively underscore the importance of considering noise characteristics
in GNSS data when estimating velocity uncertainties.

The focus of this study lies in quantifying the noise magnitude in GNSS-derived
coordinate time series data, estimating the GNSS station velocity with their formal
uncertainties, and systematically evaluating the relationship between the noise magnitude
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and the uncertainties associated with the derived velocities. Understanding this relationship
is crucial for interpreting GNSS-derived velocities with confidence. Inflated uncertainties
due to underestimated noise can lead to spurious interpretations of Earth’s dynamics,
potentially impacting vital decisions based on geodetic data. By exploring the intricacies of
noise and its consequences for velocity estimation, this study aims to contribute to a more
robust and reliable interpretation of GNSS-derived insights into Earth’s dynamic behavior.

2. GNSS data processing strategy

This study sourced 24-hour RINEX (Receiver INdependent EXchange) observation files
for 31 International GNSS Service (IGS) global stations (see Fig. 1) from the Crustal
Dynamics Data Information System (CDDIS; Noll, 2010). The 31 IGS stations selected
adhere to specific criteria: Firstly, they are integral to the IGS core sites crucial for
realizing both the ITRF2008 and ITRF2014 frames (Altamimi et al., 2011; 2016), as
well as for generating satellite precise orbits and clock corrections utilized by numerous
IGS Analysis Centers (ACs). Secondly, the limited number of stations ensures that data
processing can be feasibly accomplished within a reasonable timeframe, particularly
when contrasted with IGS ACs employing hundreds of stations owing to their superior
computational capabilities. Thirdly, these stations are essential for assessing noise and
velocity uncertainty stemming from varied GNSS constellation solutions, particularly
GPS and GLONASS/GLO, as they track dual-frequency signals from both systems.
Fourthly, their strategic distribution across the globe ensures comprehensive coverage of
diverse geographic regions, thereby mitigating potential biases originating from localized
phenomena. Finally, all the stations lie beyond tectonic active zones, ensuring their stability
and displaying consistent linear motion. The observations are for 8 years for a period
window from epoch 2010.0 to 2018.0 within which the stations are tracking GPS and
GLO dual frequency signals.

Fig. 1. Spatial distribution of sites used in this study showing clean solution time span for each site for epochs
from 2010.0 to 2018.0
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GipsyX/RTGx (GipsyX; Bertiger et al., 2020) version 2.1 software package from the
Jet Propulsion Laboratory (JPL) was used in processing the RINEX observation files.
The processing was undertaken at the geodesy lab of the Surveying and Geoinformatics
Department, Modibbo Adama University, Yola which is a GipsyX-licensed institution.
Using P1/P2 pseudo-range and linearly combined ionospheric-free (Melbourne, 1985;
Wübbena, 1985) L1/L2 carrier phase data, the Precise Point Positioning (PPP) method
was used to estimate station coordinates every 24 hours (Zumberge et al., 1997; Kouba
and Héroux, 2001) at a processing interval of 300 seconds. The choice of PPP rather than
the classical double-differenced (DD) baseline/network processing technique is that it is
faster, requires lower computer memory, and achieves the same processing precision as
the DD method when used with high-precision satellite orbits, satellite clock corrections,
and more advanced geophysical models (Bertiger et al., 2010). Since JPL does not provide
multi-constellation precise orbit and clock solutions containing GLO, Center for Orbit
Determination in Europe (CODE/COD; Sušnik et al., 2016) and European Space Agency
(ESA; Springer et al., 2014) orbits and clock correction were individually sourced and
converted to internal GipsyX format before used in the analysis. The station coordinates
were then solved using PPP by fixing to the COD and ESA precise orbit and clock
corrections respectively. Other sets of GPS-only station coordinates were generated by
fixing to some sets of JPL orbit and clock corrections (Desai et al., 2014; Ries et al., 2017;
Ries, 2019) for validation purposes.

The orbit/clock solutions and absolute antenna calibrations in the IGS08 or IGS14
reference frames were appropriately switched between different processing runs, where
necessary, to get separate solution sets. All solution sets generated are ambiguity-float
solutions except for one whose ambiguities were resolved using Wide-Lane and Phase
Bias (WLPB) parameters provided by the JPL based on Bertiger et al. (2010). Common
geophysical models used in the GNSS data processing include solid Earth and polar tide
corrections following the International Earth Rotation and Reference Systems Service
2010 (IERS2010) conventions standards (Petit and Luzum, 2010). Ocean tidal loading
was applied using the FES2004 ocean tidal model with the Centre of Mass Correction
(CMC) based on Lyard et al. (2006) containing the eleven principal semi-diurnal, diurnal,
and long period tidal constituents. Global Mapping Function (GMF) for the troposphere
was applied using a random walk process according to Boehm et al. (2006). All solutions
were processed with a minimum elevation cut-off angle of 7 degrees which is the standard
for generating the orbit and clock solutions used in this study by the relevant IGS ACs.
8-year solution sets (2010.0 – 2018.0) were generated using ESA and JPL products,
while only 5-year solutions (2010.0 – 2015.0) were generated using COD products due
to discontinuation of the COD products in GPS Week 1827 (3rd week of January 2015).
Table 1 provide the summary of all the solution sets generated in this study.

In each solution set generation, station geocentric coordinates and Zenith Total Delays
(ZTD) and its gradients in East and North directions at each station were estimated. The
estimated geocentric coordinates with their formal errors were organized into time series,
converted to local topocentric (dE, dN, and dU) equivalents, and detrended to detect outliers.
Outliers were detected using the Median Absolute Deviation (MAD) which is a robust
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Table 1. Summary of solution sets generated. The abbreviations G, R, flo, and fix represent GPS, GLO,
ambiguity-float, and ambiguity-fixed, respectively

Solution Orbit/Clocks System Antex file Ambiguities Span

COD G
CODE

(Sušnik et al., 2016)

GPS-only igs08.atx Float 5-years

COD G+R GPS+GLO igs08.atx Float 5-years

COD R GLO-only igs08.atx Float 5-years

ESA G
ESA

(Springer et al., 2014)

GPS-only igs08.atx Float 5 and 8-years

ESA G+R GPS+GLO igs08.atx Float 5 and 8-years

ESA R GLO-only igs08.atx Float 5 and 8-years

JPLi08 flo JPL
(Desai et al., 2014;
Ries et al., 2017;

Ries, 2019)

GPS-only igs08.atx Float 5 and 8-years

JPLi14 flo GPS-only igs14.atx Float 5 and 8-years

JPLi14 fix GPS-only igs14.atx Fixed 5 and 8-years

measure of the variability of a data set (Singh and Kundu, 2022). By using the median
instead of the mean, MAD becomes less affected by outliers or non-normally distributed
data. It is particularly useful when dealing with skewed distributions or when the presence
of extreme values might distort the results. The MAD (see Eq. 2) calculates the median
value of the absolute deviations from the median, providing a measure of dispersion that is
more resilient to extreme observations compared to methods like standard deviation, which
rely on the mean. The MAD of the detrended residuals in each coordinate component
was computed to identify outliers in each station time series (Singh and Kundu, 2022):

MAD = median [|xi − xm |] (2)

whereby, xi is the coordinate of the observation station at epoch i, and xm is the middle
value in the batch of the coordinates in the solution time series.

In this study, outliers are defined as epochs whose residual value in any coordinate
component exceeds five times the MAD. The outliers were removed using the same
algorithm for all the solution sets. The percentage of the difference between the number of
processed daily solutions and cleaned daily solutions is returned as a percentage outlier per
site for each solution set. The mean, median, 95%ile, and other statistics were estimated
for the outliers and presented in Table 2 and Figure 2. The cleaned solution set span (in
years) for each analyzed station for single constellation ESA and JPL solution sets are
presented in Fig. 3. An example of detrended stochastic coordinate data for the CEFE
(lat = −20.3◦; long = 319.7◦) station is provided in Figure 4.

All the analyzed stations were observed to have an outlier of less than 1.5% in all
solution sets except for the MATE station, which has around 2.5% in all its 5-year solution
sets. The overall median value of the outlier for all solution sets ranges from the minimum
of 0.2% in JPL orbit solutions to a maximum of 1.5% in ESA orbit solutions (see Table 2
and Fig. 2). The result also shows JPLi08 solution has the lowest interquartile range in
the stacked stations outliers while the COD R solution was found to have the highest
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Table 2. Percentage outlier statistics for 5-year solution sets

Statistic Percentage outlier (%)

COD
G

COD
G+R

COD
R

ESA
G

ESA
G+R

ESA
R

JPLi08
flo

JPLi14
flo

JPLi14
fix

Min 0.06 0.06 0.13 0.32 0.38 0.13 0.00 0.00 0.00

Max 4.10 6.54 6.48 3.59 2.93 2.89 4.15 4.91 7.21

Median 0.57 1.34 1.14 1.20 1.49 1.47 0.24 0.19 0.20

Mean 0.76 1.56 1.71 1.30 1.55 1.41 0.59 0.66 0.76

95%ile 1.83 4.75 5.31 2.46 2.62 2.33 3.10 3.37 3.49

Fig. 2. Mean comparison of percentage outlier between 5-year solutions

interquartile range in the stacked stations outliers. This is an indication that station outliers
for the GLO-only solution from the COD orbit are more dispersed than the GPS-only
solution from the JPLi08 orbit which show a consistent number of outliers across the
stations.

Significant solution gaps were observed on some stations such as DRAG, KOKV,
MBAR, NKLG, POVE, and STR2 stations (see Fig. 3). The gaps are primarily due to
RINEX observation files’ unavailability for those stations on those days at the CDDIS
data archive. The remaining gaps are entirely outliers detected using the outlier criteria
specified above which were then removed from each station time series data.
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Fig. 3. Locations (latitude and longitude) of sites and their time span for some clean 24 hour batch single
constellation PPP solutions
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Fig. 4. Detrended residual time series stochastic data of CEFE (Jacutuquara, Brazil) for some of the 5-years
solution sets in left panels and 8-years solution sets in the right panels. The standard deviation (SD) and
mean offsets relative to reference solution (JPLi14 fix – JPL product on ITRF2014 frame) are in millimeters
while the estimated velocity (r) is in mm/yr in which case they are all zeroes because they are for detrended

time series data

Most of the station coordinate time series show the presence of trend due to tectonic
motion, and annual and semiannual signals with an amplitude ranging from 5 mm to
10 mm in the horizontal coordinate component and from 5 mm to 25 mm in the Up
coordinate component. Some stations show the presence of offset due to equipment change.
The result in Figure 4 shows the detrended stochastic coordinate data for the CEFE station
with an average annual signal of 8 mm across all solution sets in the horizontal coordinate
component and an average of 14 mm annual signal in the Up coordinate component. Noise
can also be observed from the time series data, especially those containing GLO solution,
but their noise characteristics cannot be determined at this stage without undertaking
appropriate noise analysis.

3. Concept of noise and velocity modeling

For noise and velocity analysis using the “Estimatetrend” sub-program in Hector software
(Bos et al., 2008; 2013), the coordinate time series of each site can be used to estimate
both the model parameters and the chosen noise model parameters using the Maximum
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Likelihood Estimation (MLE) method. These model parameters can include trends, annual
and semiannual signals (periods of 365.25 and 182.63 days), offsets, and post-seismic
deformation (see Eq. 3), according to Bos et al. (2013).

x(t) = xR + v(t − tR) +
nJ∑
j=1

bjH(t − tj) +
nF∑
k=1
[sk sin(ωk t) + ck cos(ωk t)] + εx(t) (3)

whereby, the term x(t) refers to the station position at observation epoch t, xR is the
reference position at time t =0, tR is the reference time, and v is the velocity parameter. To
allow for one or more offsets due to equipment change at a specific epoch {tj}, j = 1 : nJ ,
the second term in the right-hand side (RHS) of Eq. 3 is introduced called the offset term
where bj represents the offset at epoch tj , while the H represents the Heaviside function,
sometimes known as the “unit step”. To allow for the modeling of seasonality, the third
term in the RHS is introduced where the number of frequencies utilised to describe the
annual and semi-annual seasonal cycles is denoted by the symbol nF . with ωk = 2π/τk ,
and τ1 = 1 year. The noise part is denoted by εx while the remaining unknown parameters
bk , sk , ck , xR, and v are solved by fitting the stochastic coordinate time series data to the
systems of a functional model given in Eq. 3. The discrete observations epochs needed to
form the systems of the functional model above should not be less than 2.5 years long
to reduce the effect of seasonal cycles on the velocity bias, as indicated by Blewitt and
Lavallée, (2002).

Among the functionalities of Hector software, one can specify the velocity, seasonal,
and other periodic signals in the control-file. One can also set in the control-file if
another optional parameter is to be estimated, such as offsets, breaks, and/or post-seismic
deformation. These are kinds of global model parameters that are usually applied to all
time series. On the other hand, the time of an offset, break, or post-seismic deformation
differs from station to station is a kind of local model parameter. In Hector, this information
is usually written in the header of the time series input file. “Estimatetrend” output is
categorized into two, viz:

1. Parameters that defined the estimated time seriesmodel: include velocity, uncertainty,
bias, noise magnitude (spectral index – k), amplitude, and phase, among others.

2. Parameters that defined the chosen noise model: include likelihood values, model
fraction, spectral index, etc.

With nine separate solution sets generated in this study, it is more prudent to analyze
and evaluate them using the estimated parameters in (1) above to determine which one
best suits the main task at hand, quantifying the noise magnitude and estimating the
velocity with their formal uncertainties.

3.1. Empirical evaluation of noise and velocity uncertainties using the GGM+WN
model

It is a well-known fact that velocity uncertainty and noise level (spectral index – k)
significantly impact geodynamic studies. One can compare the solution sets based on
either noise level magnitude or velocity uncertainty level between various solution sets
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generated. Still, for a more robust comparison, one can employ linear regression analysis
between the two estimated parameters (noise level and velocity uncertainty). To achieve
linearity between the two variables in the regression, the records were sorted by the
dependent variable (noise level). Any station that exabit a non-linear motion (k value in
the random walk noise region) will appear as an outlier in the linear regression graph
and should be removed from the analysis since it is outside the scope of this study to
analyze the non-linear velocities. However, to work with estimated k values that will cover
the entire noise region (0 ≥ k ≥ −3: k representing noise from white to random walk
value), this study works with a non-stationary power-law noise model. The non-stationary
power-law noise analysis can be achieved in Hector using the Generalized Gauss–Markov
plus White Noise (GGM+WN) combination with GGM_1mphi coefficient fixed to a value
of 6.9e–06 (Bos et al., 2008; 2013). The time series of each station position component
(north, east, up) are treated independently. The assessment technique of the different
solution sets generated in this study can best be described by the simulated Figure 5.

Fig. 5. Simulated representation of the research objective, which tries to detect the whitest noise solution and
the least velocity uncertainty through a robust linear regression concept

In Figure 5a and Figure 5b, the assessment is 1-dimensional while the 2-dimensional
assessment concept is illustrated in Figure 5c, which graphically shows the best analysis
solution set for geodynamic studies. The fitted regression model with the steepest slope
among the solution sets is the best in whiteness and the lowest velocity uncertainty. A
practical interpretation of Figure 5c will provide rich information that will help decide
on the solutions. For instance, their intersection point will define the noise and velocity
uncertainty level at which both solutions agree. The empirical comparisons of the stacked
mean estimated spectral indices from all stations (see Fig. 1) are presented in Figure 6a
and Figure 6b for 5-year and 8-year solution sets respectively.

The results show that, except for the ESA solution in the horizontal component, the
noise level results from Fig. 6a randomly averaged above –0.7 in all the 5-year solution sets
and below –0.8 in 8-year solution sets. This indicates that the noise magnitude increase
with an increase in the solution span used in modeling the noise and other parameters for
both single and combined constellation solution sets. For 5-year GPS-only solution sets,
COD and JPL orbits produced solutions with lower noise levels with median values of
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Fig. 6. Stacked mean spectral indices for 5-year solutions in (a) and 8-year solutions in (b) estimated using
GGM+WN noise model combination

–0.69 and –0.64, respectively, compared to –0.82 in ESA equivalent in the Up component.
The same applies to 8-year solution sets where JPL orbits produced GPS-only solution
sets lower median noise level value of –0.77 compared to –0.89 in ESA orbits solutions. It
could also be noticed from Fig. 6 how JPL on i08 frames produced a lower noise level in
the Up component compared to JPL on i14 frame. However, applying ambiguity resolution
improved the noise level in i14 frame solutions for both 5 and 8-year solution sets. In both
5 and 8-year solution sets, GLO only solution noise magnitude was observed to be slightly
less than either the GPS only or the combined GPS+GLO solution noise magnitude. This
may likely be explained by the lower number of satellite observations used in the modeling
of the GLO only solution than in the GPS only or the combined GPS+GLO solution. One
thing to note here is that the estimates compared in Fig. 6 may be biased because the
GGM+WN noise model may not be 100% best fit for all the solution sets.

The empirical comparisons of the stacked mean estimated velocity uncertainties from
all stations (see Fig. 1) are presented in Figure 7a and Figure 7b for 5-year and 8-year
solution sets respectively.

As with the noise level, the velocity uncertainties produced using ESA orbits and
clock solutions are larger than those produced using COD or JPL in all coordinate
components (see Fig. 7a). The velocity uncertainties in the Up components are 2 to 3
times in magnitude compared to those in the average horizontal components. There is an
average of 30 and 42% reduction in velocity uncertainties due to 3 years increment in
solution span using JPL and ESA orbits, respectively. Combined GPS+GLO solutions
from both COD and ESA were observed to slightly reduce the mean values of the velocity
uncertainties in all coordinates components compared to their corresponding single
constellation (either GPS-only or GLO-only) solution sets, except for COD 5-year solution
in the East component, as can be seen in Figure 7. As with the spectral index, the velocity
uncertainty estimates in Figure 7 may be biased because the GGM+WN noise model may
not be 100% best fit for the entire solution sets.
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Fig. 7. Stacked mean velocity uncertainty for 5-year solutions in (a) and 8-year solutions in (b) estimated
using GGM+WN noise model combination

This study analyzed the regression model fit between the spectral index and velocity
uncertainty contributions from all stations for each solution set to see a more robust
comparison between the solution sets. The regression analysis excludes inputs from stations
with spectral indices in the Random Walk noise region. The results are summarized in
Figure 8.

The result from Figure 8 shows that the steepness of the model line for all solution sets
in the horizontal component is more than the Up components indicating higher positioning
precision and lower noise magnitude in the East and North components compared to the
Up component. Except in the East components of 5-year solution sets, solutions produced
using JPL orbits have the steepest slope in all coordinate components of 8-year solution
sets, indicating the most suitable for GNSS-based velocity application of them all. The
result from the regression model fit also shows that fixing ambiguities increases the
steepness in horizontal components of both 5 and 8-year solution sets when compared to
the corresponding ambiguity float solution. Both COD and ESA combined GPS+GLO
solution increased the steepness of the regression lines in all the components compared to
their corresponding single constellation ambiguity float solution sets. It is also observed,
that in both 5 year CODE/ESA and 8-year ESA solution sets, GLO-only solutions have
the lowest slop indicating the least precise positioning fix and velocity modeling strategy
compared with the rest of the solution sets. One thing to note here is that the outlier points
outside the 95%tile regions in Figure 6 and Figure 7 were included in the analysis that
yields Figure 8a to Figure 8f.

The findings illustrated in Figure 8a to Figure 8f reveal some outliers in the relationship
between the spectral index and velocity uncertainty across certain solution sets and stations,
particularly noticeable in the East and Up coordinate components, albeit with minimal
impact on the North coordinate component. Notably, these outliers are concentrated
at lower latitude stations such as MAS1 (lat = 27.7, lon = 344.3), NKLG (lat = 0.3,
lon = 9.6), and POVE (lat = −8.7, lon = 296.1). They predominantly emerge from
GLO-only and GPS+GLO solutions derived from COD and ESA 5-year solution sets
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Fig. 8. Linear regression fit between the spectral index and velocity uncertainty from 5 year solution sets in
(a–c) and 8 year solution sets in (d–f) estimated using GGM+WN model combination

(Fig. 8a and Fig. 8c) as well as ESA 8-year solution sets (Fig. 8d and Fig. 8f). This
disparity suggests a weaker correlation between the spectral index and velocity uncertainty
in observations containing GLO at lower latitude stations compared to those at higher
latitudes or in GPS-only solution sets across all stations. Alternatively, it could be posited
that the noise model combinations utilized in this study inadequately fit the coordinate
time series data from such outlier stations. Addressing this would necessitate fitting
the coordinate time series to multiple noise model combinations and utilizing the most
appropriate noise model for each station’s coordinate component data to assess the
relationship between spectral index and velocity uncertainty. However, this falls beyond
the scope of this study.

The next critical question is, how accurate is the choice of appropriate noise model
combination in the velocity and noise level analysis? Is the decision to use the GGM+WN
noise model combination to estimate the noise level and velocity uncertainties correct?
This could only be answered by assessing the percentage best fit of how well different
noise model combinations fit each coordinate component solution data used in this study
which is explored in the next section.
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3.2. Assessment of the appropriate noise model for individual stations’ solutions

To validate that the noise model (GGM+WN) used in Section 3.1 in estimating the noise
levels and velocity uncertainties is the best fit for the analyzed solution sets, this study
fits all the solution sets to some widely cited noise model combinations. These noise
model combinations include the White Noise (WN), combined Power Law and White
Noises (PL+WN), combined First Oder Auto-Regressive and White Noises (AR(1)+WN),
and a combined Generalized Gauss Markov and White Noise (GGM+WN). The Akaike
Information Criterion (AIC) and Bayesian Information Criterion (BIC) values (Akaike,
1974; Schwarz, 1978) are the most widely used criteria in assessing the likelihood of
noise model fit on coordinate time series data and they were used in this study. The AIC
and BIC values are expressed using Eq. 4 and Eq. 5, respectively.

AIC = 2k + 2 ln(L) (4)
BIC = k ln(N) + 2 ln(L) (5)

where N is the number of observations in the time series and k is the sum of parameters in
the design matrix, the noise model, and the variance of the deriving white noise process.
The L is the likelihood which can be expressed using Eq. 6, according to Bos et al. (2013).

ln(L) =
1
2
[N ln (2π) + ln det (C) + 2N ln (σ) + N] (6)

where C is the covariance matrix and σ is the standard deviation of the deriving white
noise process.

The highest AIC/BIC values indicate poor fitness of the noise model to the coordinate
time series data while the lowest AIC/BIC values indicate best/appropriate noise model fit
to the data set. As expected, the WN which is the poorest noise model to fit data generated
the highest AIC/BIC values in this study. Relative comparisons weremade between theWN
and the rest of the analyzed noise model combination by computing the difference between
their AIC/BIC values. The computed differences are then converted to percentages. The
noise model that returns with the highest percentage of reduction in AIC/BIC values with
reference to the WN model is the best fit for that solution set (He et al., 2019).

The number of counts, across all stations used in this study, in which each noise model
combination best fits a particular coordinate component solution are stacked together and
converted to a percentage and presented as the percentage best fit of that noise model in the
solution. The percentage best fitness of how well the analyzed noise model combination
each fits the coordinate time series data set used in this study is summarized in Figure 9
for both 5 and 8 year solution sets and in all coordinate components.

In the 5-year solution sets (Fig. 9a), except for JPL orbits floating solutions in the East
component, the result shows how GGM+WN has the highest percentage best fit of how the
model fits the solution sets in horizontal component based on both AIC and BIC estimates.
The JPL floating solutions in the East component are best approximated by AR(1)+WN,
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Fig. 9. Percentage best fit of how appropriate the analyzed models fit each 5-year solution in (a) and 8-year
solution in (b) time series evaluated using AIC and BIC values. GGM_1mphi coefficient fixed to a value of

6.9e–06

which indicates the best fit of an autoregressive noise model. The Up components of
all 5-year ESA and JPL solutions were also best approximated by GGM+WN, except
for JPLi14 orbits, which has a 51.6% AR(1)+WN best fit. COD solutions in the Up
components were best approximated by AR(1)+WN. In contrast, the COD horizontal
components solutions were best approximated by GGM+WN except for the GPS-only
solution, which has an AR(1)+WN,which explains the slightly higher noise level estimated
than the corresponding GPS+GLO or GLO-only using GGM+WN in Figure 6.

In the 8-year solution sets (Fig. 9b), except for JPL i14 orbits floating solutions
in the East component, the result shows GGM+WN noise model combination highly
approximated the entire solution sets in all components. The East component’s JPLi14
orbits floating solutions have a 50.0% best fit for both GGM+WN and AR(1)+WN noise
model combination.

From both Figure 9a and Figure 9b, the results show that increasing the solution time
span will reduce the magnitude of autoregressive noise in solution sets, thereby shifting it
to a truly GGM+WN model and enhancing the non-stationarity property of the solution
sets. Also, resolving ambiguities reduced the best fit of autoregressive noise in solution
sets, thereby shifting it to truly GGM+WN as demonstrated by both 5 and 8-year JPLi14
float and JPLi14 fix solution sets. Based on the results shown in Figure 9, the study then
justified the choice of the noise model to estimate noise level and trend uncertainties in
Section 3.1 is in order.
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4. Discussion and conclusions

This research investigates the impact of varying coordinate solution time spans, satellite
orbit/clock products, and absolute antenna calibrations on the velocity uncertainties and
noise magnitude of GNSS stations for appropriate geodynamic studies that require precise
velocity estimation. This was achieved by generating a series of PPP solution sets using
IGS standard precise orbits and clock solutions from CODE, ESA, and JPL IGS ACs
in GipsyX GNSS processing software. The estimated daily station coordinates were
organized into time series and were fitted to various noise model combinations to assess
the velocity uncertainties and noise magnitude using Hector software. The analyzed
results show that:

1. Noise levels are observed to be consistently above –0.7 in 5-year solution sets and
below –0.8 in 8-year solution sets. In the Up component, COD and JPL orbits
produced solutions with lower noise levels than ESA equivalents, with median
values of –0.69 and –0.64. Similarly, JPL orbits provided GPS-only solution sets
with a median noise level of –0.77 compared to –0.89 in ESA orbits. JPL on the i08
frame produced less noise in the Up component than JPL on the i14 frame. However,
using ambiguity resolution tends to shift the noise from AR(1)+WN to GGM+WN
in i14 frame solutions. In all coordinate components, the velocity uncertainties
produced by ESA orbits are larger than those produced by COD or JPL orbits. The
velocity uncertainties in the Up components are 2 to 3 times higher in magnitude
than the average horizontal component. There is an average of 30 and 42% reduction
in velocity uncertainties due to 3 years increment in solution span using JPL and ESA
orbits, respectively. Combined (GPS+GLO) constellation solution from both COD
and ESA reduced the mean values of the velocity uncertainties in all coordinates
components compared to their corresponding single constellation (either GPS-only
or GLO-only) solution sets.

2. There is a linear relationship between estimated noise levels and velocity uncertain-
ties. The regression analysis between the noise levels and the velocity uncertainties
shows solutions produced using JPL orbits have the steepest slope in all coordinate
components of 8-year solution sets, indicating the whitest of them all. Solving
for ambiguities increases the steepness of horizontal components. Both COD and
ESA combined constellation (GPS+GLO) solutions increased the steepness of
the regression lines of the solution sets in most of the components compared to
their corresponding single constellation solution. Though the GPS-only solutions
have the best applicability in geophysical analysis that requires velocity estimation,
combined constellation solutions present a good hope provided a longer time span
and precise orbit products having less mis-modeling are used.

3. Findings also reveal some outliers in the relationship between the spectral index
and velocity uncertainty across GLO-only and GPS+GLO solutions of some lower
latitude stations, particularly noticeable in the East and Up coordinate components.
This difference implies that there is a less strong relationship between the spectral
index and velocity uncertainty in observations including GLO data at lower latitude
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stations compared to those at higher latitudes or in solutions solely based on GPS
data across all stations.

4. For all the 5-year solution sets in the horizontal component, GGM+WN has the
maximum best fit based on AIC and BIC estimates, except JPL orbits floating
solutions in the East component. The East component of JPL floating solutions is
best approximated by AR(1)+WN, indicating an autoregressive noise model. Except
for JPL i14 orbits, which have a 51.6% best fit of AR(1)+WN, all 5-year solutions
have a GGM+WN noise model in the Up component. The result also shows that
all 8-year solution sets in all components were best approximated by GGM+WN,
except JPL i14 orbits floating solutions have a 50.0% best fit for both GGM+WN
and AR(1)+WN noise model combinations. Raising the solution time span reduces
the magnitude of autoregressive noise in solution sets, resulting in a GGM+WN
noise model and increasing non-stationarity properties. Also, resolving ambiguities
lowered the best fit of autoregressive noise in solution sets, allowing them to be
really GGM+WN.
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