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Abstract—With the development of the entertainment industry, 

the need for immersive and emotionally impactful sound design has 

emerged. Utilization of spatial sound is potentially the next step to 

improve the audio experiences for listeners in terms of their 

emotional engagement. Hence, the relationship between spatial 

audio characteristics and emotional responses of the listeners has 

been the main focus of several recent studies. This paper provides 

a systematic overview of the above reports, including the analysis 

of commonly utilized methodology and technology. The survey was 

undertaken using four literature repositories, namely, Google 

Scholar, Scopus, IEEE Xplore, and AES E-Library. 

The overviewed papers were selected according to the empirical 

validity and quality of the reported studies. According to 

the survey outcomes, there is growing evidence of a positive 

influence of the selected spatial audio characteristics on 

the listeners’ affective responses. However, more data is required 

to build reliable, universal, and useful models explaining the above 

relationship. Furthermore, the two research trends on this topic 

were identified. Namely, the studies undertaken so far can be 

classified as either technology-oriented or technology-agnostic, 

depending on the research questions or experimental factors 

examined. Prospective future research directions regarding this 

topic are identified and discussed. They include better utilization 

of scene-based paradigms, affective computing techniques, and 

exploring the emotional effects of dynamic changes in spatial audio 

scenes. 
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I. INTRODUCTION 

ITH the development of the entertainment industry, 

particularly Internet-based audio and audio-visual 

streaming services, the need for immersive and emotionally 

impactful sound design has emerged. Utilization of spatial 

sound is potentially the next step to improve the audio 

experiences for listeners in terms of their emotional 

engagement. While monophonic sound and its impact on 

listeners’ emotions has been thoroughly examined during 

the last couple of decades [1]-[12], the influence of spatial 

sound on emotions is still unexplored, despite growing evidence 

that spatial audio with its inherent characteristics holds 

the potential for even greater immersivity and emotional impact 

on listeners [13]-[38].  

This paper will focus on reviewing the existing studies 

examining the influence of spatial sound and its unique acoustic 
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properties on listeners’ emotional responses, with the purpose 

of identifying the existing empirical trends as well as 

formulating recommendations for future research. The research 

questions addressed in this paper are as follows: 

• RQ1: What are the methodologies used in the research 

investigating the relationships between spatial audio and 

emotions? 

• RQ2: What have been the main findings so far? 

• RQ3: What are the prospective future research 

directions? 

 The content of the paper is as follows. The next section 

describes the way this literature survey was undertaken. 

The terminology used throughout the paper is introduced in 

Sec. III. The answers to the three above-mentioned research 

questions are given in Secs. IV, V, and VI, respectively. 

The conclusions along with the future research outlook are 

provided in the last section.  

II. LITERATURE COLLECTION PROCEDURE 

The employed literature collection procedure was based on 

the PRISMA method [39], commonly utilized in systematic 

literature reviews. It comprised the following four stages:  

1) Identification. The initial selection of the papers was 

identified using four popular literature repositories, 

namely, Google Scholar, Scopus, IEEE Xplore, and AES 

E-Library. A query employed during the search of 

the repositories is presented in Table I. All the records 

from the four search engines were collected on the 27th of 

June, 2023.  As a result, 454 papers were identified. They 

were supplemented by six additional papers [16],[17], 

[26],[30],[31],[34], identified earlier by these authors 

during an informal exploratory literature review. Then, 

57 duplicates were removed from the list, yielding 

a selection of 403 papers.  

2) Screening. In order to exclude the studies outside 

the scope of the reviewed topic, the list of the papers 

identified in the previous stage was screened based on 

their metadata information, such as title, abstract, and 

keywords. This stage did not consider the contents of any 

of the articles. As a result, the repository of papers was 

limited to 37 articles. 
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3) Eligibility. The list of articles that passed the screening 

stage was analysed by both authors independently, based 

on their contents and the specified eligibility criteria. 

Articles that did not meet the conditions (in our case 

eleven papers) were excluded from the review. 

The eligibility criteria were as follows: 

• The publication must be a journal article or 

a conference paper. 

• The article must report an empirical study performed 

on human subjects. 

• Spatial audio and/or its properties must constitute at 

least one of the experimental factors. 

• The study must include some form of subjects’ 

emotional state evaluation (based on questionnaires 

and/or physiological data). 

• The paper must include a description of 

the methodology and the equipment used in 

the study. 

4) Included. The final list of 26 articles that passed through 

all the previous stages was obtained and subjected to 

further analysis. For clarity, a flow diagram of 

the literature collection procedure based on the PRISMA 

method is presented in Fig. 1.  

 
TABLE I 

A QUERY APPLIED DURING THE PAPERS IDENTIFICATION 

(“spatial sound” OR "spatial audio" OR "3d sound" OR "3d 

audio" OR "immersive sound" OR "immersive audio") 

AND ("emotion" OR "emotional" OR "affective") 

 

 
Fig. 1. Flow diagram of the literature collection procedure based on 

the PRISMA [39] method 

III. TERMINOLOGY USED IN THE PAPER 

We use the following terms to describe the methods of sound 

reproduction: 

• mono – A condition whereby sound is delivered to 

a listener using either a single loudspeaker or via 

headphones reproducing the same signal. 

• stereo – A condition under which two-channel sound 

is delivered to a listener employing two loudspeakers 

arranged in the standard configuration (at the angles of 

±30° degrees [40]) or using headphones. 

• spatial sound (a.k.a. 3D audio) – A condition whereby 

sound is delivered to a listener in a way that allows 

him/her to perceive audio sources as arriving from 

various directions horizontally and/or vertically. 

Technologically, this is accomplished using either 

an array of loudspeakers or a pair of headphones 

employing binaural technology. For a comprehensive 

overview of the technologies employed to reproduce 

spatial audio, see [41]-[43]. 

The following terms are used in this paper to describe 

listeners’ emotional reactions to spatial sound: 

• affective response – A change in a person’s emotional 

state in reaction to a stimulus; 

• valence – A characteristic of an emotional state 

describing how positive the experienced 

feeling is [44];  

• arousal – A characteristic of an emotional state 

describing how intense the experienced feeling is [44]; 

• dominance – A characteristic of an emotional state 

describing how conscious the experienced feeling 

is [45]; 

• discrete emotional space – A model in which 

emotional states are defined by a finite set of emotional 

categories such as six universal emotions proposed by 

Ekman [46] or those described by Plutchik’s wheel of 

emotions [47]; 

• continuous emotional space – A model under which 

emotional states are defined by points in a continuous 

multidimensional space. The most popular model was 

proposed by Russell [44]. It consists of two 

dimensions: valence and arousal. 

IV. METHODOLOGY OVERVIEW 

This section overviews the methodology applied in the studies 

investigating the relationship between spatial audio and 

emotions. It addresses the first research question posed at 

the outset of this review (RQ1). 

A. Research Questions and Experimental Factors 

In this paper, we categorize the existing studies as either 

technology-oriented or technology-agnostic, depending on 

the research questions or experimental factors examined. 

The former category refers to the experiments where the impact 

of spatial audio technology on human emotions is investigated 

(e.g., the equipment used to render spatial audio). The latter 

category represents the experiments whereby the researchers 

endeavor to establish the link between changes in ‘spatial audio 

scenes’ [48]-[50] and affective responses, regardless of 

the technology used. 

 

1) Technology-oriented Studies 

Out of 26 reviewed papers, 15 articles belong to 

the technology-oriented category [13],[15],[20]-[22],[25], 

[27]-[29],[32],[33],[35]-[38]. The research questions posed in 

these studies reflect the researchers’ quest to explore how 

the changes in the audio reproduction systems affect 
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the emotions felt by the listeners. The examples of the examined 

experimental factors are as follows: mono vs. spatial sound 

reproduced over headphones [13],[35]-[38], mono vs. stereo vs. 

surround sound [27], or stereo vs. spatial sound [15],[21],[22], 

[25],[32],[33],[38]. Moreover, one study aimed to compare 

the emotional effects evoked by the changes in the number and 

configurations of the loudspeaker placements, including a state-

of-the-art 22.2 loudspeaker array [28]. The study of Ooishi et 

al. [29] is the only one that directly compared a playback system 

utilizing headphones with an array of 96 loudspeakers. In this 

case, spatial sound was reproduced either binaurally over 

the headphones or through a system of the loudspeakers 

employing a technique of wave field synthesis. The results of 

their empirical work suggest that spatial sound reproduced with 

a system of loudspeakers evokes more intense and, what might 

be considered as an unexpected outcome, more negative 

emotions than those aroused by headphones.  More findings 

from the reviewed studies are provided in Sec. V. 

 

2) Technology-agnostic Studies 

The remaining eleven papers reviewed in this study belong to 

the technology-agnostic category [14],[16]-[19],[23],[24],[26], 

[30],[31],[34]. In contrast to the technology-oriented studies, 

in this category, a single reproduction system is normally used 

as a means of exploring how different spatial audio scenes 

change listeners’ affective responses. In other words, 

the researchers’ goal is to analyze the influence of the selected 

characteristics of acoustic scenes regardless of the device 

or technology used for their reproduction. For example, 

the researchers explore how the angular position of a single 

sound source affects the intensity of the perceived emotions 

[16],[31], they investigate the difference between the front and 

back-positioned audio sources [17],[18], or between front and 

side-positioned sound sources [23],[24]. Moreover, some 

researchers explore the influence of the spatial properties of 

the acoustic environments [14],[30], including the link between 

a type of concert halls and felt emotions [30].  

As far as the technology-agnostic studies are concerned, 

the researchers typically treat spatial audio as a cause and 

evoked emotions as an effect, with the exception of the work 

by Pinheiro et al. [31], who demonstrated the opposite 

‘reaction’. Namely, they showed that emotions experienced by 

listeners may affect their perception of spatial audio, influencing 

their localization capabilities. 

We argue that the technology-agnostic studies could be 

further categorized, in more detail, using a spatial audio scene 

description taxonomy. The proposed way of the additional 

categorization is based on the level of description of spatial 

acoustic scenes. Drawing inspiration from Rumsey’s spatial 

audio scene description paradigm [46]-[48], we consider 

the three following categories that are illustrated in Fig. 2: 

• low-level description  – based around a single isolated 

sound source, 

• mid-level description – considering an ensemble of 

sound sources,  

• high-level description – pertinent to an entire acoustic 

environment with its unique reverberations, ambiences, 

etc. 

Out of eleven studies belonging to the technology-agnostic 

group, seven investigated spatial scenes at the low level 

[16]-[18],[23],[24],[31],[34] and two at the high level [14],[30]. 

The work by Tajadura-Jiménez et al. [34] explored 

the emotional influence of spatial scenes both at the low and 

high levels, while the study undertaken by Gong et al. [19] 

could not be classified using this taxonomy as they investigated 

the influence of ‘sound maps’ in a computer game on 

the emotions of the participants. Surprisingly, no studies 

investigating the relationship between a mid-level scene 

description and emotions have been identified, indicating 

a potential research niche. 

The technology-agnostic studies could also be characterized 

based on whether the sound sources within acoustic scenes are 

static (staying in the same positions) or dynamic (moving within 

the scene’s bounds). So far, the majority of the technology-

agnostic studies have focused on the static sound sources [14], 

[16],[17],[23],[24],[30],[31],[34]. A couple of relatively new 

studies introduced the movements of sound sources. 

For example, in the study of Cuadrado et al. [15], selected sound 

effects in the spatial adaptation of the story moved around 

the acoustic scene. The studies of Warp et al. [36],[37] 

constitute two other examples of experiments with dynamic 

scenes. In their experiments, the sound sources moved based on 

the listener’s position in the virtual environment. Moreover, 

the work of Filippi et al. [18] and Li et al. [26] also involved 

dynamic scenes, with the source switching positions between 

front, back, left, and right directions in at least one of the test 

conditions. However, up to now, there is no study 

comprehensively examining the ‘dynamism’ of the sound 

source as the experimental factor. 

In summary, the reviewed studies can be classified as either 

technology-oriented or technology-agnostic, depending on 

the research questions or experimental factors examined. 

The latter category could be further subdivided according 

to the level of the description of spatial audio scenes. None of 

the reviewed studies have investigated the influence of mid-

level spatial audio scene characteristics on emotions, indicating 

a prospective research direction. Furthermore, a link between 

dynamically positioned sound sources and evoked emotions 

requires a more comprehensive investigation. 

 

 
Fig. 2. Illustration of three acoustic scene description levels: low, medium 

and high. Circles represent foreground audio sources. 

B. Stimuli 

Twelve out of 26 reviewed studies utilized exclusively 

musical stimuli to elicit and compare the emotional responses of 

the listeners [13],[18],[20],[25],[27],[29],[30],[33],[35]-[38]. 

The usage of speech stimuli [14],[15],[22],[31] and natural or 

urban background sounds can also be encountered in 
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the literature [23],[24],[26],[28]. Other studies make use of 

multiple sounds of different origins [16],[21],[34], sometimes 

including artificially synthesized signals [21],[34]. While not 

a common practice, the study of Gong et al. [19] utilized an 

audio-only game as the emotion-eliciting environment, which 

consisted of different sound effects serving as the only possible 

feedback to player’s movements and actions. 

Eight out of 26 scrutinized studies used a very limited 

collections of sound stimuli, which often consisted of just 

a single audio track or a video recording modified to different 

test conditions [13],[15],[22],[30],[33],[35]-[37]. In turn, those 

types of stimuli tended to be longer and more complex, e.g., 

song excerpts, narrated stories, video recordings, etc. 

This category of stimuli is often utilized in studies on immersion 

and emotional impact of virtual reality (VR) experiences [13], 

[14],[33],[36],[37].  

C. Participants 

In their study investigating listeners’ preferences of spatial 

sound reproduction formats incorporating affective responses, 

Moiragias and Mourjopoulos [27] observed an interesting 

phenomenon of the opposite arousal scores between 

the individuals. This observation suggests that affective 

responses to spatial sound could be specific to certain groups of 

participants. Hence, to capture this effect, the number of 

participants should be relatively large, and the experimental 

data ought to be analyzed not only collectively but also 

separately for listeners exhibiting different emotional 

characteristics. However, researchers studying the link between 

spatial sound and emotions tend to collect data from a relatively 

small number of subjects. In 17 out of 26 reviewed publications, 

the number of participants did not exceed 40 [13],[14],[17], 

[18],[21],[23],[24],[26]-[32],[34],[36],[37]. Five other papers 

reported the number of subjects in the range of 40−140 

[19],[20],[22],[33],[35]. In only four studies the researchers 

managed to collect data from over 200 participants [15],[16], 

[25],[38], two of which employed remote listening tests via 

online platforms [16],[38]. Despite significant differences in 

the number of participants, various studies examining similar 

experimental factors seem to reach mostly matching 

conclusions, as summarized in Sec. V. 

None of the reviewed publications examined how the gender 

of participants had affected their affective responses to spatial 

sound. From all the scrutinized studies, only Cuadrado 

et al. [15] analyzed a possible effect of participants’ age 

on experienced emotions. One of their conclusions was that 

an audio track mixed in a 3D format had a bigger emotional 

impact on children aged 12−13 than younger ones aged 9−10. 

Hence, the question of how much gender and age influence 

listeners’ emotional reactions to spatial sound cannot be reliably 

answered, especially considering adult listeners.  

D. Emotional Space 

Thirteen out of 26 reviewed studies utilized custom non-

standardized sets of multiple discrete emotional categories 

[13],[14],[17],[20],[22],[25],[26],[29]-[31],[33],[35],[38]. 

Examples of the discrete emotion categories investigated in 

the overviewed studies include: happy [26],[35], sad [14],[20], 

[26],[35], calm [14],[20],[26], energetic [13],[20],[26], and 

tense [14],[20]. In contrast, some studies, such those undertaken 

by Pätynen and Lokki [30] as well as Ekman and Kajastila [17], 

examined only a single emotional category (emotional impact 

and scary, respectively).  

Alternatively, due to its simplicity, the standard valence-

arousal continuous space is also commonly encountered in 

studies on emotions and spatial sound. It was employed in eight 

out of 26 inspected studies [15],[16],[18],[19],[23],[24],[27], 

[34]. Moreover, the work of Ramalho and Chambel [32] 

is an example of a study utilizing an extended continuous 

emotion model consisting of the three dimensions: valence, 

arousal, and dominance. The other studies examine only a single 

emotional dimension, either valence [36],[37] or arousal [21]. 

In conclusion, while emotional models differ significantly 

between the studies, particularly with respect to the types of 

the discrete emotion categories explored, the valence-arousal 

model seems to be the standard followed by many researchers 

examining the link between spatial sound and emotions. 

E. Evaluation Methods 

The emotional states of listeners were most commonly 

evaluated by self-reports (23 out of 26 studies) [13]-[20], 

[22]-[35],[38]. A prominent example of a self-report technique 

is the method employing Self-Assessment Manikins 

(SAM) [51], which consists of three rows of five pictograms 

each. It constitutes a standard graphical approach to ‘measure’ 

the emotional state of a listener in the valence-arousal-

dominance space. A simplified two-row valence-arousal variant 

of this chart was utilized in six studies [15],[16],[18],[23], 

[24],[34]. Only one study made use of the full SAM chart in 

the valence-arousal-dominance emotional space [32]. 

An alternative method based on the valence-arousal space is 

an emotion map proposed by Barrett and Russell [52]. 

In contrast to the SAM technique, in this method, participants 

point out the position of their experienced feeling in a valence-

arousal coordinate system. It was employed in the study of Gong 

et al. [19]. Another method of evaluating emotional states 

incorporates the so-called Affective Slider (AS) [53]. It was 

applied in the work of Moiragias and Mourjopoulos [27]. 

The remaining study-specific emotional models employed 

customized methods of self-reporting. They were utilized in 

twelve out of 26 reviewed studies [13],[14],[20],[22],[25],[26], 

[28],[29],[31],[33],[35],[38]. Pairwise comparison tests were 

uncommon. They were incorporated in only two studies 

[17],[30], examining a single emotional category (scary and 

emotional impact, respectively). 

Since self-reports have limitations stemming from their 

subjective nature, information acquired using self-reports is 

often supplemented with ‘objective’ physiological data, 

containing information on bodily reactions taking place in 

response to a sound stimulus. Physiological data were acquired 

in eleven out of 26 reviewed studies [14],[15],[18],[21],[23], 

[24],[29],[30],[34],[36],[37]. Among those works, the following 

procedures were performed: electromyography (muscle 

activity) [23],[24],[34],[36],[37]; electroencephalography 

(brain activity) [18],[21]; electrocardiography (heart activity) 

[21],[29]; photoplethysmography (blood volume changes) 

[14],[36],[37]; inertial measurements [36],[37], heart rate 

estimation [36], respiration data acquisition [29],[36], as well as 

facial expressions recordings [36]. In the work of Warp et al. 

[36],[37], the physiological data were further processed by 

a proprietary emotion recognition system and converted 

to valence values. Filippi et al. [18], on the other hand, 
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developed their own emotion recognition model based on 

support vector machines (SVM) trained with the collected 

electroencephalography data. Surprisingly, no other study made 

use of machine learning techniques to process the gathered 

physiological data. 

In conclusion, self-reports remain the most popular method 

of evaluating emotional states in the experiments exploring 

the relationships between spatial sound and emotions (23 out of 

26 studies), with the SAM technique constituting a staple tool 

used to construct questionnaires. The SAM-based method, 

however, imposes the usage of the valence-arousal-dominance 

model (or a model comprising a subset of these three 

dimensions). In order to examine non-standardized emotional 

spaces, over half of the studies with self-reports employed 

custom questionnaires. Self-reports are often used in 

conjunction with the measurements of physiological responses 

(eight out of 26 studies). Only three out of 26 scrutinized studies 

incorporated machine learning techniques to process 

physiological data and only one of them resulted in a trained 

emotion recognition model. The last-mentioned observation 

indicates that the researchers in this area could benefit from 

better utilization of modern affective computing techniques 

(see [54] for a review of the state-of-the-art affective computing 

methods). 

F. Audio Reproduction Devices 

According to our review, 14 out of 26 scrutinized 

publications report using headphones in the listening tests 

[13]-[16],[19],[22],[25],[26],[29],[31],[32],[36]-[38]. Their 

portability grants the possibility of undertaking remote 

experiments, which were performed in three studies 

[16],[26],[38]. In five studies, binaural signals reproduced over 

headphones were acquired using a popular ‘dummy head’ 

recording technique [14],[25],[26],[28],[29]. In six other 

studies, binaural signals were generated by the convolution of 

monaural sounds with head-related transfer functions (HRTF) 

[15],[16],[22],[31],[33],[38]. 

Using headphones to reproduce spatial audio gives rise 

to the problem of the static nature of the rendered sound scenes, 

leading to well-known front-back confusion effects [55]. This is 

the consequence that the playback systems do not react 

to the listener’s head movements. To counter this issue, 

head-tracking devices should be used to analyze head positions 

and dynamically adjust the binaural cues in the headphones. 

This solution is already built-in in most of the virtual reality 

(VR) headsets. However, head-trackers have been employed in 

only five studies investigating the influence of spatial sound on 

listeners’ emotions [13],[25],[33],[36],[37], suggesting that 

the validity of the remaining nine headphones-based studies 

might have been compromised in this respect [15],[16],[19], 

[22],[26],[29],[31],[32],[38]. 

Loudspeakers were used in twelve out of 26 studies [17],[18], 

[20],[21],[23],[24],[27]-[30],[34],[35]. The number of utilized 

loudspeakers varied significantly among publications. More 

than half of the loudspeaker-based studies (eight out of twelve) 

employed less than eleven loudspeakers [17],[18],[20],[23], 

[24],[27],[34],[35]. Two studies utilized 24 loudspeakers [28], 

[30]. Studies with the highest number of loudspeakers were 

undertaken by Ooishi et al. [29] and Hyodo et al. [21], as they 

used 96 and 128 loudspeakers, respectively. Out of twelve 

loudspeaker-based studies, eight utilized loudspeakers arranged 

horizontally in one flat layer, approximately at the level of 

the subject’s ears [17],[18],[21],[23],[24],[27],[34],[35]. 

The other four used more complex arrangements with multiple 

loudspeaker layers at different elevations [20],[28],[29],[30]. 

Only three out of twelve loudspeaker-based studies provided 

reports of applying well-established spatial audio rendering 

methods, such as Ambisonics [43] – used by Tajadura-Jiménez 

et al. [34], Wave Field Synthesis [56] – utilized by Ooishi et al. 

[29], and Sound Field Synthesis [57] (based on Higher Order 

Ambisonics) – employed by Hyodo et al. [21]. The techniques 

employed to record and reproduce spatial audio in the remaining 

loudspeaker-based studies are unknown or scarcely reported. 

In summary, in the experiments exploring the relationship 

between spatial audio and emotions, spatial sound is typically 

reproduced either via headphones or arrays of loudspeakers. 

The validity of some headphones-based studies could be 

questioned due to the lack of a head-tracking device. While 

some researchers provide a comprehensive description of 

the recording and rendering techniques employed, a substantial 

number of reports lack a sufficient level of technical detail, 

making it difficult for other researchers to compare and verify 

their results.  

V. KEY FINDINGS 

The key findings of the literature review are summarized 

below according to the category of the studies. 

A. Technology-oriented Studies 

• There is strong evidence that spatial sound, reproduced 

either using loudspeakers or headphones, evokes 

stronger emotions, with more positive valence and/or 

increased arousal, compared to mono [20],[27], 

[36]-[38]. 

• There is growing evidence that spatial sound induces in 

listeners stronger emotions compared to stereo  [15],[22], 

[25],[32],[33]. However, some studies provide 

contradicting results, demonstrating that spatial audio 

brings little or even no benefit compared to stereo in 

terms of enhancing emotional responses [21],[28],[35]. 

• There is some evidence indicating that spatial sound 

reproduced over loudspeakers evokes stronger emotions 

compared to the same audio content reproduced over 

headphones [29]. 

B. Technology-agnostic Studies 

• Side-arriving sounds evoke a stronger emotional 

response compared to front-arriving sounds [23],[24]. 

• Sound sources positioned behind a listener evoke more 

intense negative emotions than otherwise [34]. 

• When a sound source moves away from a listener’s field 

of view, there is a tendency for arousal to increase and 

valence to decrease [16]. Moreover, a change in brain 

electrophysiological patterns related to emotional 

processing is observed [18]. 

• Fuzzy, difficult-to-localize sounds, especially arriving 

from the back of a listener, enhance ‘scariness’ [17].  

• Spatial audio scenes exhibiting small room 

characteristics are perceived as more pleasant and safer 
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than those representing properties of a big room or 

outdoor setting [34]. 

• Spatial audio scenes representing concert halls with 

strong and lateral sound increase the emotional impact of 

orchestra music [30]. 

• Emotions experienced by humans may affect their 

localization capabilities while listening to spatial 

audio [31]. 

VI. FUTURE RESEARCH DIRECTIONS 

As this topic is still relatively recent, the existing studies on 

spatial sound and emotions are still rare. However, some current 

trends can already be noticed. In particular, in recent studies, 

the technological aspects of spatial audio reproduction are 

commonly examined as factors potentially affecting listeners’ 

emotions  [13],[15],[20]-[22],[25],[27]-[29],[32],[33],[35]-[38]. 

It was mostly the older studies (with few exceptions) that 

focused on the characteristics of the spatial sound 

[14],[16]-[19],[23],[24],[26],[30],[31],[34]. As spatial sound 

technology matures and its effects are more understood, 

the research gap in that aspect might shrink in the future, 

causing the return to the more technology-agnostic approach. 

Further research directions, as identified by these authors, are 

as follows: 

• Due to the contradicting results regarding the benefits of 

spatial audio compared to stereo in terms of listeners’ 

emotional responses, more empirical work is needed in 

this area. 

• The emotional impact of the spatial scenes with 

dynamically changing components requires further and 

more comprehensive research.  

• Referring to our hierarchical taxonomy of scenes 

description, none of the reviewed papers investigated 

the influence of the spatial audio scenes at the medium 

level, indicating a specific research niche.  

• Given that increasingly more researchers supplement 

subjective data with objective signals acquired using 

physiological sensors, the experimenters may benefit 

from the utilization of state-of-the-art affective 

computing techniques (reviewed in [54]).  

• Out of 26 reviewed papers, only two studies [27],[28] 

resulted in regression models describing the relationship 

between spatially rendered audio and listeners’ affective 

responses. Hence, there is a need for the development of 

universal and practical models in this field. 

CONCLUSIONS 

There is a growing body of research demonstrating 

the interactions between spatial sound characteristics and 

emotions. However, more data is required to build reliable, 

universal, and useful models explaining the above relationships. 

While there is conclusive evidence that spatial audio evokes 

stronger emotions compared to mono, with more positive 

valence and/or increased arousal, the outcomes of the studies 

comparing spatial audio to stereo are contradictory. The latter 

observation points to the need for further research in this area.  

The two research trends on the topic of the relationship 

between spatial sound and listeners’ affective responses were 

identified. Namely, the studies undertaken so far can be 

classified as either technology-oriented or technology-agnostic, 

depending on the research questions or experimental factors 

examined. The technology-agnostic studies could be further 

subdivided using a hierarchical three-level taxonomy of spatial 

audio scene description. Based on the currently existing 

research trends in this topic, in the future, a departure from 

a technology-oriented approach may take place. This may result 

in a shift to a more technology-agnostic methodology, focusing 

on the acoustic properties of spatial sound. In particular, mid-

level acoustic scene description factors are worth researching, 

as they still remain unexplored. Another interesting research 

avenue may involve further and more comprehensive 

investigation of the influence of the dynamic spatial audio 

scenes on listeners’ emotions. Moreover, considering the recent 

advancements in affective computing, researchers in the area of 

spatial sound and emotions may benefit from applying state-of-

the-art machine learning algorithms to physiological data 

acquired from the listeners. 
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