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Abstract—The Internet of Things (IoT) has experienced 

significant growth and plays a crucial role in daily activities. 

However, along with its development, IoT is very vulnerable to 

attacks and raises concerns for users. The Intrusion Detection 

System (IDS) operates efficiently to detect and identify suspicious 

activities within the network. The primary source of attacks 

originates from external sources, specifi-cally from the internet 

attempting to transmit data to the host network. IDS can identify 

unknown attacks from network traffic and has become one of the 

most effective network security. Classification is used to 

distinguish between normal class and attacks in binary 

classification problem. As a result, there is a rise in the false 

positive rates and a decrease in the detection accuracy during the 

model's training. Based on the test results using the ensemble 

technique with the ensemble learning XGBoost and LightGBM 

algorithm, it can be concluded that both binary classification 

problems can be solved. The results using these ensemble learning 

algorithms on the ToN IoT Dataset, where binary classification has 

been performed by combining multiple devices into one, have 

demonstrated improved accuracy. Moreover, this ensemble 

approach ensures a more even distribution of accuracy across each 

device, surpassing the findings of previous research. 

 

Keywords—Binary classification; XGBoost; ToN IoT dataset; 
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I. INTRODUCTION 

HE Internet of Things (IoT) is reshaping our daily 

experiences by enabling the control of physical devices at 

the periphery and connecting both tangible and digital entities 

to enhance our everyday routines. This applies to various 

applications including Industrial IoT (IIoT), intelligent 

residences and urban environments, as well as advanced power 

distribution networks [1][2]. In recent years, the Internet of 

Things (IoT) has experienced significant expansion and 

integration into various aspects of daily life [3][4]. The Internet 

of Things (IoT) is a technology that allows physical objects to 

be interconnected and equipped with internet connectivity and 

processing capabilities. IoT has the potential to provide versatile 

and effective solutions in various fields, including healthcare, 

environmental monitoring, and industrial control systems [5]. 
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IoT devices are something that is very much intensified by all 

groups, because IoT makes it easier for humans to carry out 

tasks and helps humans in terms of automation[6]. 

The cybersecurity domain has recently seen increased 

attention toward discussing the potential dangers posed to IoT 

applications and the imperative of mitigating these risks. Certain 

IoT applications, often referred to as Industrial IoT within the 

context of Industry 4.0 advancements, encompass critical 

functions like overseeing industrial control and infrastructure 

systems, demanding a heightened level of protection. It has been 

reported that in a recent cyberattack targeting IIoT applications, 

multiple electrical substations in Ukraine were breached, 

leading to a power outage that impacted approximately 225,000 

customers [7]. Cybercriminal activities on the internet primarily 

involve communication attacks. Detecting malicious network 

traffic while minimizing costs has become a challenging 

problem for information security experts [8]. Intrusion detection 

systems (IDS) are widely used as: second line of defense for 

monitoring a system or network events to detect possible 

successful malicious activity circumvent security perimeters 

(eg, firewalls) [9].  

Figure 1 illustrates the Internet of Things that is connected to 

the network, in the figure there are several hardware and 

software devices that are related to each other. 

 

 
Fig. 1. Internet of Things applications 
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With the increase in crime on the internet network, it is 

necessary to do further research. In detecting crimes that occur, 

many methods are used, such as a machine learning approach. 

Machine Learning (ML) approach is used to study datasets in 

classifying algorithms and to predict accurate ones.  

Unbalanced data occurs when one class has a significantly 

larger sample size than another, leading to the possibility of 

minority samples being disregarded as noise during the 

classification process, which can result in less than satisfactory 

algorithmic outcomes. Addressing unbalanced data involves 

employing oversampling techniques to create synthetic minority 

samples and implementing undersampling techniques to reduce 

the majority class, effectively tackling the issue of class 

imbalance [10]. 

Because there is an imbalance in the ToN IoT Dataset, the 

author uses the ADASYN technique to balance the data in the 

imbalanced class. Presently, numerous specialists have 

integrated the SMOTE over-sampling algorithm into the realm 

of intrusion detection systems. Nonetheless, when generating a 

minority sample, SMOTE does not take into account the context 

surrounding the minority sample point[11]. When dealing with 

a minority sample, if there are numerous samples from the same 

class in its vicinity, that particular sample might be considered 

noise. When newly generated samples overlap significantly 

with the neighboring majority samples, it can pose challenges 

during the classification process. SMOTE generates an equal 

number of new samples for each minority sample, whereas the 

ADASYN algorithm employs a sample distribution to 

automatically calculate the number of synthesized samples for 

each minority sample. This approach aims to prevent sample 

overlap. [10]. The performance of the over-sampling technique 

is better overall. Among the over-sampling techniques, 

ADASYN's performance is relatively better [12]. 

This Adasyn method enhances learning about data 

distribution in two ways. Reduces bias caused by unbalance 

classes and adjusts boundary classification decisions for 

difficult examples. Synthetic oversampling such as the adasyn 

technique adds samples to produce samples of the synthetic 

minority class. It can improve classifier efficiency[13]. 

The TON_IoT dataset is a dataset that can be used as a 

comparison of various classification methods for system 

intrusion detection. This dataset has 7 datasets consisting of 

several IoT devices. Feature selection is one of the important 

pre-processes for reducing datasets by removing unimportant 

features from the TON_IoT dataset. Not all features in the 

dataset have an influence on the label class. Therefore 

eliminating unimportant attributes with class labels is an 

important thing to do to improve classifier performance. The 

main purpose of feature selection is to select important features 

and remove unimportant and less important features from class 

labels in order to improve classifier performance, namely 

increasing accuracy and reducing computation time. The dataset 

has a problem, namely the IoT data set which shows normal and 

attack classes, and types which indicate attack subclasses 

targeting IoT devices for binary classification problems. 

XGBoost is an improved algorithm rooted in gradient 

boosting decision trees, designed to efficiently construct 

boosted trees and work concurrently. It serves as a machine 

learning method to address regression and classification 

challenges, relying on the principles of Gradient Boosting 

Decision Trees [14].  

In this study, researchers used the ToN IoT Dataset. From 

the results of combining datasets, there are class imbalance 

problems, categorical features, and missing values. The 

TON_IoT dataset is a dataset that can be used as a comparison 

of various classification methods for system intrusion detection. 

This dataset has 7 datasets consisting of several IoT devices 

[15]. Modbus, Motion Light, Thermostat, and Weather. The 

ToN-IoT dataset poses a binary classification challenge, 

characterized by the issue of class imbalance. To address this 

problem, various techniques including oversampling, under-

sampling, and hybrid methods have been proposed as potential 

solutions. Oversampling entails duplicating minority class 

instances. However, it's important to note that the ToN-IoT 

dataset presents several challenges, including class imbalance, 

the presence of categorical features, and missing values [16]. 

This study assesses the effectiveness of data-driven intrusion 

detection techniques in addressing binary classification 

challenges. It leverages various supervised machine learning 

approaches utilizing datasets derived from the ToN IoT Dataset. 

Subsequently, the data from all IoT devices are amalgamated 

into a single dataset referred to as the Combined IoT dataset, 

which is then evaluated for binary classification tasks. The 

primary focus of this research contribution is: 

a. Evaluate the performance of machine learning methods in 

binary-classification problems on the ToN IoT Dataset 

b. Comparing the xgboost and lightgbm ensemble learning 

model with previous machine learning using evaluation 

metric accuracy, precision, recall, F-measure. 

II. LITERATURE REVIEW 

Most of the recently published datasets [15][1]. Classifies IoT 

devices with seven datasets for 7 datasets consisting of Garage 

Door, Fridge , GPS Tracker, Modbus, Motion Light, Fridge, 

Thermostat, and Weather. In the machine learning approach, 

many techniques are used such as Logistic Regression (LR) 

result in 0.61% accuracy, Linear Discriminant Analysis (LDA) 

result in 0.68% accuracy, k-Nearest Neighbour (kNN) result in 

0.84% accuracy, Random Forest (RF) result in, 0.85% accuracy, 

Classification and Regression Trees (CART) result in 0.88% 

accuracy, Naïve Bayes (NB) result in 0.62% accuracy, Support 

Vector Machine (SVM) result in 0.61% accuracy and Long 

Short-Term Memory (LSTM) result in 0.81% accuracy  [15]. 

 Subsequent research conducted classification using the 

Voting Classifier on the ToN IoT dataset. The results 

demonstrated remarkable accuracy, with Global Positioning 

System (GPS) sensors and weather sensors achieving up to 96% 

and 97%, respectively, while other machine learning algorithms 

reached up to 85% and 87% accuracy, respectively[1].  

Research conducted by [17] using the Ensemble Learning 

model and producing a performance analysis accuracy of 

94.5%. Other research conducted [16] using models LR, NB, 

DT, RF, AdaBoost, kNN, SVM, XGBoost and produce 

Accuracy XGBoost 98%. The following are some previous 

studies that have been conducted on IoT datasets and 

classifications using machine learning. These studies can serve 

as references and are summarized in Table I below. 
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TABLE I 
TABLE OF PREVIOUS RESEARCH ON DATASETS 

No Model Dataset Performance 

Analisis 

References 

1 LR, LDA, kNN, 
RF, CART, NB, 

SVM, LSTM 

ToN IoT 
Dataset 

CART 88% [15] 

2 Ensemble 
Learning 

RPL-
NIDDS17 

94.5% [17] 

3 LR, NB, DT, RF, 

AdaBoost, kNN, 
SVM, XGBoost 

Ton IoT 

Network 
Dataset 

XGBoost 98% [16] 

4 XGBoost NSL-KDD, 

UNSW-NB15, 

95.55 [18] 

5 XGBoost ToN IoT 

Network 

96.35% [19] 

6 DT-RFkNN-NB, 

DT-RFNB,DT-

RFkNN 

ToN IoT 

Dataset 

76% [1] 

7 DT-RFkNN-NB, 
DT-RFNB, DT-

RFkNN 

ToN IoT 
Network 

Dataset 

88% [1] 

III. RESEARCH METHODOLOGY 

The framework offers detailed step-by-step procedures 

implemented at every stage of the research. Additionally, it 

introduces the required datasets for testing and evaluating the 

methods. Finally, various metrics for assessing the performance 

of the proposed method are presented, as depicted in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Method Ensemble Learning 

A. Dataset 

The dataset used is the ToN IoT Dataset, which presents 

challenges related to class imbalance in both binary and 

multiclass classification problems. It comprises seven IoT 

training datasets, encompassing Fridge, Garage Door, GPS 

Tracker, Modbus, Motion Light, Thermostat, and Weather. The 

ToN-IoT datasets can be accessed at ToN-IoT repository. 

TON_IoT datasets Provided by Nour Mustafa on 

https://research.unsw.edu.au/projects/toniot-datasets [15] [20]. 

B. Data Preprocessing 

Preprocessing is carried out to classify the data in this 

dataset. The dataset is not well-structured due to the presence of 

non-numeric data. In order for the data to be usable, it needs to 

go through several preprocessing stages. Additionally, there are 

additional steps that can be taken, such as handling features that 

contain categories (both main categories and subcategories) 

using Label Encoder.  

The steps involved in this process are: 

1. Identifying non-numeric data: Firstly, identifying 

variables in the dataset that are not numeric or contain text, 

categories, or symbols. 

2. Initial pre-processing: Performing initial pre-processing 

steps, such as removing missing or duplicate data, 

handling missing values, and cleaning inconsistent data. 

3. Converting categories into numeric: Using Label Encoder 

or similar methods to convert categorical variables (such 

as category and subcategory types) into numeric 

representations that can be used by machine learning 

algorithms. 

4. Handling variable scales: Checking and adjusting the 

scales of variables in the dataset to have a similar range, so 

that no variable dominates over others. 

5. Additional pre-processing: If necessary, performing 

additional preprocessing steps such as data normalization, 

addressing outliers, or data transformation to improve 

distribution. 

These steps are taken to ensure that the data in the dataset 

is ready for use in the classification process, enabling machine 

learning models to produce more accurate results. 

C. Model Ensemble Learning XGBoost and LightGBM 

The ensemble method is a machine learning approach that 

combines multiple fundamental models to diminish the 

occurrence of false positives and enhance accuracy compared to 

using a single model. To tackle this challenge, our solution 

incorporates an ensemble classifier to mitigate bias among 

diverse training datasets. This fusion of feature selection and 

ensemble classifier is aimed at enhancing the stability and 

accuracy of the IDS while maintaining low computational 

complexity and time requirements[21]. 

1. XGBoost (eXtreme Gradient Boosting) 

XGBoost is founded on the principles of gradient-boosted 

decision trees and is recognized for its exceptional speed and 

high performance compared to other machine learning 

techniques. It serves as a technique to enhance the capabilities 

of machine learning models, with a specific focus on tree 

boosting methods. XGBoost, which stands for Extreme 

Gradient Boosting, excels in efficient memory and hardware 

resource utilization, contributing to algorithm improvement and 

model refinement. By utilizing Taylor expansion on the cost 

function with consideration of the second derivative, XGBoost 

ensures heightened result accuracy. This approach optimizes the 

objective function through an iterative training process, where 

each subsequent phase's optimization relies on the outcomes of 

the preceding stage[16] [22][23]. 

Equation's ensemble model [24], which has parameters that 

are functions, makes it impossible to optimize it using 

conventional Euclidean-space techniques. The model is instead 

trained in an additive way.  Formally, if ŷᵢ(t) represents the 
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forecast for the i-th instance at the t-th iteration, we must add ft 

to reduce the next goal. 

ℒ (𝑡) = ∑ 𝐼 (ŷᵢ, 𝑦ᵢ(𝑡−1) + 𝑓𝑡(𝑥ᵢ)) +
𝑛

𝑖=1
 𝛺(𝑓𝑡).   

 (1) 

Utilizing a second-order approximation allows for the efficient 

optimization of the objective in a broader context. 

ℒ (𝑡) = ∑ [𝑙 (ŷ, 𝑦ᵢ(𝑡−1)) + 𝑔ᵢ 𝑓𝑡(𝑥ᵢ) +
𝑛

𝑖=1

 
1

2
 ℎ𝑖 𝑓𝑡2(𝑥ᵢ)] +  𝛺(𝑓𝑡).  (2) 

Where 𝑔𝑖 = ∂ŷ(𝑡−1)𝑙 (ŷ, 𝑦ᵢ(𝑡−1)) and ℎ𝑖 = ∂2ŷ(𝑡−1)𝑙 (ŷ, 𝑦ᵢ(𝑡−1)) 

are the loss function's first and second order gradient statistics. At 

step t, we can eliminate the constant terms to get the next 

simplified aim: 

ℒ (𝑡) = ∑  (𝑔ᵢ𝑓𝑡(𝑥ᵢ) +
𝑛

𝑖=1

1

2
ℎᵢ𝑓𝑡

2(𝑥ᵢ)] +  𝛺(𝑓𝑡)   

 (3) 

For a xed structure q(x), we may determine the ideal leaf j 

weight 𝑤𝑗
∗  by  

𝑤𝑗
∗ = −

(∑𝑖∈𝐼𝑗 𝑔𝑖)2

∑𝑖∈𝐼𝑗 ℎ𝑖+ 𝜆
       (4) 

and determine the associated ideal value by 

ℒ (𝑡)(𝑞) = −
1

2
∑

(∑𝑖∈𝐼𝑗 𝑔𝑖)2

∑𝑖∈𝐼𝑗 ℎ𝑖+ 𝜆
 + 𝛾𝑇

𝑇

𝑗=1

     (5) 

 

Typically, it's not feasible to list down every potential tree 

configuration q. A Instead, a greedy algorithm is employed, 

commencing with a solitary leaf and systematically appending 

branches to construct the tree. Assume that 𝐼𝐿  dan 𝐼𝑅 are the 

instance sets of left and right nodes after the split. Lettting I 

=𝐼𝐿  ∪  𝐼𝑅, then the loss reduction after the split is given by 

 

ℒ𝑠𝑝𝑙𝑖𝑡 =  
1

2
[

(∑𝑖∈𝐿𝑗 𝑔𝑖)2

∑𝑖∈𝐼𝐿 ℎ𝑖+ 𝜆
+  

(∑𝑖∈𝐿𝑗 𝑔𝑖)2

∑𝑖∈𝐼𝑅 ℎ𝑖+ 𝜆
 −

(∑𝑖∈𝐿𝑗 𝑔𝑖)2

∑𝑖∈ ℎ𝑖+ 𝜆
] − 𝛾 

  (6) 

In practice, this equation is commonly employed to assess the 

suitability of potential split candidates. 

2. LightGBM 

LightGBM is a Gradient Boosting Decision Tree (GBDT) 

model that integrates two techniques: Gradient-based One-Side 

Sampling (GOSS) and Exclusive Feature Bundling (EFB). 

Traditional GBDT models are often characterized by lengthy 

training times, with a significant portion of this duration 

dedicated to identifying the optimal split points. To address this 

challenge, LightGBM adopts the histogram algorithm for both 

feature selection within decision trees and the determination of 

split points. This algorithm discretizes the initial continuous 

feature values into bins, which are subsequently employed in 

constructing the model. As a result, the histogram approach 

significantly reduces the time required for selecting split points, 

leading to improved efficiency in both the training and 

prediction processes[25]. The algorithm that relies on histogram 

construction within LightGBM is illustrated in: 

Pseudo-code of LightGBM [26] 

Input: I:training data 

d:max depth 

m:feature dimension 

Initialize:nodeSet ← {0}:tree nodes in current level 

Initialize:rowSet ← {{1, 2, 3, ...}}:data indices in tree nodes 

for i = 1, . . . , d do 

for node in nodeSet do 

usedRows ← rowSet[node] 

for k = 1, . . . , m do 

H ← new Histogarm() 

> Build histogram 

for j in useRows do 

bin ←I.f[k][j].bin 

H[bin].y ← 

H[bin].y+I.y[j] 

H[bin].n ← H[bin].n+1 

end for 

Find the best split on histogram H 

end for 

end for 

Update rowSet and nodeSet according to the best split points 

end for 

D. Evaluate Confusion Matrix 

Confusion matrix is an instrument used to evaluate 

performance of the resulting classification model. These results 

will then be used calculate accuracy, precision, recall and f1-

score values [27] [28]. According to [29][30], Several 

measurement metrics are relevant. Given the widespread 

consensus that accuracy alone does not offer a sufficient means 

of performance assessment, we furnish values for a majority of 

these metrics, particularly when the datasets feature a surplus of 

positive examples over negative ones. 

Accuracy (AC): represents the proportion of accurate model 

classifications relative to the total number of classifications 

made. In the context of binary scenarios: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 % =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
 (1) 

Precision (PR): denotes the relationship between accurate 

predictions and the total predictions made for a specific class. A 

high Precision value is associated with a reduced occurrence of 

false alarms. In the context of binary situations: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 % =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

Recall (RC): represents the relationship between accurate 

predictions and the total instances within a specific class. A high 

Recall value suggests that the majority of samples in a class 

have been correctly identified. In the context of binary 

scenarios: 

𝑅𝑒𝑐𝑎𝑙𝑙 % =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

F1 Score (F1): PR and RC metrics pose conflicting demands 

because improving one may lead to a compromise in the other. 

The F1 Score is the harmonic mean of these two metrics. In the 

context of binary situations: 

𝐹1 = 2 ∗
𝑃𝑟𝑒𝑠𝑖𝑠𝑖∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑠𝑖𝑠𝑖+𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

 The false negative rate (FNR) is the proportion of false 

negative instances to the total count of actual positive cases. It  
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signifies the system's inability to identify genuine positive 

outcomes. When this value is elevated, it means that legitimate 

threats go undetected, rendering the system susceptible to 

exploitation by malicious users and jeopardizing its security. 

Consequently, there is a pressing need to minimize the FNR to 

the utmost extent possible. 

𝐹𝑁𝑅 % =
𝐹𝑁

𝑇𝑃+𝐹𝑁
 (5) 

The false positive rate (FPR), also known as the false alarm 

rate (FAR), signifies the ratio of false positive occurrences 

compared to the total number of authentic negative instances. 

When this metric consistently remains high, it may cause 

security analysts to intentionally disregard system alerts, which 

could ultimately lead to the system becoming vulnerable or 

precarious. [31]. Hence, it is imperative to minimize it to the 

utmost extent possible. 

𝐹𝑃𝑅 % =
𝐹𝑃

𝐹𝑃+𝑇𝑁
 (6) 

 When taking a broader view of metrics, accuracy emerges as 

the paramount factor. It signifies the ratio of correctly assigned 

individual samples to the total samples, reflecting the 

confidence level of the classification. Consequently, it should 

be maximized to its fullest potential. 

IV. EXPERIMENTAL AND DISCUSSION 

The results of the entire dataset tested on Binary 

Classification which displays Accuracy, Precision, Recall, F-

Score, Train Time and Test Time. The accuracy obtained from 

the seventh dataset can be seen in the fol-lowing table which 

shows performance evaluation metrics in machine learning. The 

classification report is used to show precision, recall, f1-score, 

and support in table II below. 

TABLE II 

BINARY CLASSIFICATION RESULTS FOR EACH TON OF IOT DATASET 

Dataset 
Our 

Proposse 

Accuracy 

% 

Precision 

% 

Recall 

% 

F1-

score  

Time 

Sec 

Fridge 

sensor 

XGBoost 1.00 1.00 1.00 1.00 0.59 
LightGBM 1.00 1.00 1.00 1.00 0.14 

Garage 

door 

XGBoost 1.00 1.00 1.00 1.00 1.24 
LightGBM 1.00 1.00 1.00 1.00 0.85 

GPS 
Tracker 

XGBoost 0.95 0.96 0.93 0.94 5.97 
LightGBM 0.92 0.92 0.93 0.92 0.19 

Modbus XGBoost 0.98 0.99 0.95 0.97 8.57 

LightGBM 0.72 0.81 0.54 0.50 0.18 

Motion 

Light 

XGBoost 0.92 0.92 0.89 0.90 10.19 

LightGBM 0.92 0.93 0.92 0.92 0.23 

Thermos

tat 

XGBoost 0.95 0.94 0.91 0.93 12.76 

LightGBM 0.95 0.95 0.93 0.94 0.19 

Weather XGBoost 0.99 0.99 0.98 0.99 18.01 

LightGBM 0.89 0.89 0.88 0.88 0.20 

 

 This section describes the results of proposed model, namely 

the XGBoost algo-rithm and compares it with the results of 

previous studies. The eXtreme Gradient Boosting (XGBoost) 

algorithm can be used to classify IoT device datasets such as: 

fridge, garage door, gps sensor, motion light, modbus, 

thermostat, and weather. The seven datasets are combined into 

1 dataset and given the name Combined IoT. In the binary 

classification test, the accuracy is 99%. When compared with 

previous research, it can be said that the eXtreme Gradient 

Boosting algorithm is able to pro-duce better and maximum 

accuracy than other algorithms that have been studied 

previously. The results of the overall comparison can be seen in 

table III below. 

 

 

TABLE III  

COMPARISON TABLE OF BINARY CLASSIFICATION ON EACH DATASET WITH PREVIOUS RESEARCH

 Result at machine learning [15]  Different combinations [1] 

Our proposed 

Ensemble Learning 

models 

Datasets 
Evaluation 

metrics 
LR LDA kNN RF CART NB SVM LSTM 

(DT-RF-

kNN-NB) 

(DT-

RF-NB) 

(DT-RF-

kNN) 
XGBoost LightGBM 

Fridge 

sensor 

Accuracy 0.57 0.77 0.99 0.97 0.97 0.50 0.81 1.00 1.00 1.00 1.00 1.00 1.00 

Precision 0.34 0.79 0.99 0.97 0.97 0.53 0.86 1.00 1.00 1.00 1.00 1.00 1.00 

Recall 0.58 0.77 0.99 0.97 0.97 0.51 0.82 1.00 1.00 1.00 1.00 1.00 1.00 

F1-score 0.43 0.77 0.99 0.97 0.97 0.51 0.80 1.00 1.00 1.00 1.00 1.00 1.00 

Garage 
door 

Accuracy 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Recall 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

F1-score 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

GPS 

Tracker 

Accuracy 0.8

6 
0.86 0.88 0.85 0.84 0.84 0.86 0.88 0.96 0.95 0.96 0.95 0.92 

Precision 0.8
8 

0.88 0.89 0.85 0.85 0.86 0.88 0.89 0.96 0.96 0.96 0.96 0.92 

Recall 0.8
6 

0.86 0.88 0.85 0.85 0.85 0.87 0.88 0.96 0.96 0.96 0.93 0.93 

F1-score 0.8

7 
0.87 0.88 0.85 0.85 0.86 0.87 0.88 0.96 0.96 0.96 0.94 0.92 

Modbus 

Accuracy 0.6

7 
0.67 0.77 0.90 0.98 0.67 0.67 0.67 0.97 0.96 0.96 0.98 0.71 

Precision 0.4

6 
0.46 0.77 0.90 0.99 0.46 0.46 0.47 0.97 0.97 0.97 0.99 0.81 

Recall 0.6
8 

0.68 0.78 0.98 0.98 0.68 0.68 0.68 0.97 0.97 0.97 0.95 0.54 

F1-score 0.5

5 
0.55 0.77 0.98 0.99 0.55 0.55 0.55 0.97 0.97 0.97 0.97 0.50 

Motion 

Light 

Accuracy 0.5

8 
0.58 0.54 0.58 0.58 0.58 0.58 0.59 0.58 0.58 0.58 0.92 0.92 

Precision 0.3
4 

0.34 0.34 0.34 0.34 0.34 0.34 0.35 0.34 0.35 0.34 0.92 0.95 

Recall 0.5
9 

0.59 0.59 0.59 0.59 0.59 0.59 0.59 0.59 0.59 0.58 0.89 0.92 

F1-score 0.4

3 
0.43 0.43 0.43 0.43 0.43 0.43 0.44 0.43 0.44 0.43 0.90 0.92 

Thermostat 

Accuracy 0.6

6 
0.66 0.60 0.66 0.59 0.66 0.66 0.66 0.66 0.66 0.66 0.95 0.95 

Precision 0.4

4 

0.44 0.56 0.59 0.56 0.44 0.44 0.45 0.78 0.54 0.61 0.94 0.95 

Recall 0.6
6 

0.66 0.61 0.66 0.59 0.66 0.66 0.67 0.66 0.66 0.67 0.91 0.93 
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 Result at machine learning [15]  Different combinations [1] 

Our proposed 

Ensemble Learning 

models 

Datasets 
Evaluation 

metrics 
LR LDA kNN RF CART NB SVM LSTM 

(DT-RF-

kNN-NB) 

(DT-

RF-NB) 

(DT-RF-

kNN) 
XGBoost LightGBM 

F1-score 0.5
3 

0.53 0.57 0.53 0.57 0.53 0.53 0.54 0.53 0.53 0.65 0.93 0.94 

Weather 

Accuracy 0.5
8 

0.60 0.81 0.84 0.87 0.59 0.63 0.82 0.97 0.97 0.98 0.99 0.89 

Precision 0.6

0 
0.59 0.81 0.84 0.88 0.72 0.68 0.82 0.98 0.97 0.98 0.99 0.89 

Recall 0.5

9 
0.60 0.81 0.84 0.87 0.59 0.63 0.81 0.97 0.97 0.98 0.98 0.88 

F1-score 0.5

3 
0.53 0.81 0.84 0.87 0.67 0.55 0.80 0.97 0.97 0.98 0.99 0.88 

From the given table of evaluation metrics for different 

machine learning models on various datasets, we can draw the 

following conclusions: 

1. Fridge sensor and garage door dataset: LSTM, (DT-RF-

kNN-NB), (DT-RF-NB), (DT-RF-kNN), XGBoost, and 

LightGBM models perform exceptionally well, achieving 

high accuracy, precision, recall, and F1-score. LDA model 

also performs well with high precision, recall, and F1-score. 

2. GPS Tracker dataset: RF, XGBoost, and LightGBM models 

exhibit the best per-formance with high accuracy, precision, 

recall, and F1-score. LSTM, (DT-RF-kNN-NB), (DT-RF-

NB), and (DT-RF-kNN) models also provide good results 

with high accuracy, precision, recall, and F1-score. 

3. Modbus: RF, XGBoost, and LightGBM models deliver the 

best performance with high accuracy, precision, recall, and 

F1-score. NB and SVM models also provide good results 

with high accuracy, precision, recall, and F1-score 

4. Motion Light dataset: XGBoost and LightGBM models 

demonstrate superior performance with high accuracy, 

precision, recall, and F1-score. 

5. Thermostat dataset: LSTM, XGBoost, and LightGBM 

models achieve the best performance with high accuracy, 

precision, recall, and F1-score. 

6. Weather dataset: RF, XGBoost, and LightGBM models 

exhibit the best perfor-mance with high accuracy, precision, 

recall, and F1-score. 

 Overall, performance of machine learning models varies 

depending on the dataset used. However, certain models 

consistently yield good results across multiple da-tasets, such as 

RF, XGBoost, and LightGBM. Every IoT dataset is 

amalgamated into a single CSV file called " Combined ToN IoT 

Dataset." An automated Python script is employed to perform 

the consolidation of all IoT datasets into this CSV file. Subse-

quently, the median value for each column is utilized as an 

imputation method to populate missing values within that 

particular column. The selection of the median is recommended 

due to its reduced susceptibility to outlier influences when 

compared to using the mean for imputation. The distribution of 

classes within the " Combined ToN IoT Dataset" is presented in 

Table IV. 

 

TABLE IV 

COMPARISON TABLE OF BINARY CLASSIFICATION ON COMBINED TON IOT DATASET WITH PREVIOUS RESEARCH 

 

Based on the performance table that presents state-of-the-art 

machine learning models applied to the Combined ToN IoT 

Dataset, the following conclusions can be inferred: 

1. Accuracy: The models achieve varying levels of accuracy, 

ranging from 0.61 to 1.0. LightGBM demonstrates the 

highest accuracy of 1.0, indicating its effectiveness in 

correctly classifying instances. XGBoost also performs well 

with an accuracy of 0.99. Logistic Regression (LR) and 

Naive Bayes (NB) models show relatively lower accuracy 

compared to others. 

2. Precision: Precision measures the ability of a model to 

correctly identify positive instances. XGBoost and 

LightGBM models achieve high precision scores of 0.99 and 

1.0, respectively. Linear Discriminant Analysis (LDA) and 

SVM models also exhibit good precision with scores of 0.74 

and 0.83, respectively. 

3. Recall: Recall reflects the model's ability to correctly 

identify positive instances out of all true positive instances.  

XGBoost 0.99, (DT-RF-NB) 0.88, and LightGBM models 

achieve the highest recall score of 1.0. This indicates their 

effectiveness in capturing most positive instances. Other 

models such as LDA, kNN, and RF also demonstrate 

relatively high recall scores. 

4. F1-score: The F1-score provides a balanced measure of a 

model's precision and recall. XGBoost 0.99, and LightGBM 

models achieve the highest F1-scores of 1.0, indicating a 

goods balance between precision and recall. Other models 

exhibit lower F1-scores, but still demonstrate reasonable 

performance. 

 Overall, XGBoost and LightGBM consistently perform 

well across multiple evaluation metrics, showing their 

effectiveness in the classification task on the Combined ToN 

IoT Dataset. These models demonstrate high accuracy, 

  Performance of the state of art  machine learning [15] 
Model with different 

combinations[1] 

Our proposed model 

Ensemble learning 

Dataset 
Evaluation 

metrics 
LR LDA kNN RF CART NB SVM LSTM 

(DT-

RF-

kNN-

NB) 

(DT-

RF-

NB) 

(DT-

RF-

kNN) 

XGBoost LightGBM 

Combined 
ToN IoT 

Dataset 

Accuracy 0.61 0.68 0.84 0.85 0.88 0.62 0.61 0.81 0.87 0.88 0.88 0.99 1.0 

Precision 0.37 0.74 0.85 0.87 0.90 0.63 0.37 0.83 0.90 0.90 0.89 0.99 1.0 

Recall 0.61 0.68 0.84 0.85 0.88 0.62 0.61 0.81 0.88 0.88 0.88 0.99 1.0 

F1-score 0.46 0.62 0.84 0.85 0.88 0.51 0.46 0.80 0.87 0.88 0.88 0.99 1.0 
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precision, recall, and F1-score, indicating their superiority 

compared to other state-of-the-art machine learning models for 

this particular dataset. 

V. CONCLUSION 

The dataset ToN IoT dataset, which combines 7 pieces of 

dataset, normal related to IoT and other network traffic. With 

features labels that show attack streams, at-tack categories and 

subcategories for possible binary classification. From the ToN 

IoT dataset that uses the XGBoost method, the distribution is 

80% for training data and 20% for tes Based on the testing 

results using ensemble techniques with the eX-treme Gradient 

Boosting (XGBoost) and LightGBM algorithms, it can be 

concluded that they can be used for classifying the 7 IoT device 

datasets, namely fridge, garage door, GPS sensor, motion light, 

Modbus, thermostat, and weather. These algorithms 

successfully handle both binary classification problems. 

In the binary classification testing, the following accuracy 

results were obtained for each dataset: fridge sensor and garage 

door achieved 100% accuracy, GPS sensor achieved 92% 

accuracy, Modbus achieved 98% accuracy, motion light 

achieved 92% accuracy, thermostat achieved 95% accuracy, and 

weather achieved 99% ac-curacy. 

Furthermore, in the testing of a combined dataset where the 

seven IoT datasets were merged, XGBoost achieved an 

accuracy  99%, while LightGBM achieved an accuracy 100%. 

Comparing these results with previous research, it can be 

concluded that the ensemble learning algorithms are capable of 

producing better and optimal accuracy compared to other 

algorithms that have been previously studied. 

Overall, the ensemble learning algorithms, namely XGBoost 

and LightGBM, demonstrate their effectiveness in classifying 

the IoT datasets, achieving high accu-racy rates in both binary 

classification scenarios. These algorithms outperform other 

previously researched algorithms in terms of accuracy and 

performance. 
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