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Abstract
This paper describes an efficient method of designing and implementing in FPGA devices complex tapped
delay lines (CTDL) with pico and sub-picosecond resolution. Achieving a higher resolution and better
linearity is possible by appropriate selection of single time coding tapped delay lines (TDL) involved in
creation of CDTL. The proposed TDL selection algorithm significantly optimizes the size of the device’s
logical resources required to implement CDTL with assumed parameters and provides a proper selection
scenario. Ultimately, the presented solution allows to create CTDLs with different user-defined configurations
based on a fixed set of available logical resources. Therefore, it is particularly recommended for prototyping
in smaller FPGA devices. In this work, we investigate how the order of line selection influences the increase
of the multiple time coding lines resolution. Furthermore, we determine the relation between the equivalent
resolution value and the number of TDLs involved. Obtained results allow to estimate the upper limit of
resolution that can be achieved using a given technology. In addition, the ranges of resolutions achievable
with a fixed number of lines is also examined. The presented research results have been performed on a Kintex
UltraScale FPGA chip, manufactured by Xilinx in the 20-nm CMOS process.
Keywords: delay line, precise time metrology, time to digital converter, field programmable gate arrays.

1. Introduction

Developments of technology and research methods have led to a growing interest in more
and more precise measurement of time intervals between physical events. Highly precise time
measurements are crucial in the study of physical particles and structure of matter, determination
of isotopic composition, distance measurements, flow intensity, signal phase fluctuations and
data transmission. Currently, the time interval measurement systems are based on integrated
time-to-digital converters (TDCs), which are often implemented in field programmable gate array
(FPGA) devices due to the flexibility of such a solution and the relatively low price of development.
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The measurement resolution of TDCs is mainly related to the selected measurement method and
the microelectronic technology used. The most popular digital conversion methods are based on
coding information of the measured time interval in TDL. For such TDC architectures, further
increase of resolution is possible by using simultaneous measurement in multiple TDLs [1,2] or by
encoding multiple edges in a single line [3, 4]. There are also cases where both methods are used
simultaneously [5]. In FPGAs, TDLs are typically built using elements such as buffers, logic gates
or provided by configurable logic blocks (CLB): embedded look-up tables (LUT), fast carry chains
components (CARRY) and D-type flip-flops or latches. The mechanism of clock distribution and
CLB logic blocks connections [6] are also important in this case. The above components and
carry chain patches are characterized by very small propagation times (of the order of tens or
even single picoseconds) and they are strongly correlated with the technology used. The newer
technology provides shorter propagation times and, consequently, better resolution. However, this
is not a preferable design solution because it requires changing the integrated circuit (IC).

Achieving a higher resolution in the same IC is possible by appropriate selection of delay
segments of the multiple TDLs [7]. The selected set is specified at the design process and its
size and composition depends on available logical resources intended for TDL implementation.
Therefore, the proposed solution is particularly important for designs to be implemented in
small FPGA structures. A suitable example of such a situation is prototyping in multiprocessor
systems-on-chip (MPSoC) structures, where the logical resources of the programmable part of
the device are limited by the processing system area. Proposed in this article selection algorithm
allows for a significant reduction in the required logical resources and introduces a potential
possibility to increase the multiple time coding lines resolution.

This paper is organized as follows. In the first step we analyze digital methods of precise
time interval measurement with different CTDL architectures obtained as a composition of
multiple tapped delay lines. Next, the principle of increasing the line resolution is presented for
selected solution (Section 2). In Section 3, we explain the essential issues concerning the Kintex
UltraScale’s TDL implementation. The crucial information about the bubble and metastability
errors minimization [8, 9] with a sorting procedure have been described in Section 4. In the
next sections, we propose a line selection algorithm developed to reduce the value of equivalent
resolution, thereby to increase the resolution and linearity of TDC conversion. Finally, we present
the experimental results of possible variants of CTDL creation and summarize our study.

2. CTDL implementations

In many measurements, it is important to accurately determine the timing of random events
and their relationships. This necessitates the design of a wide spectrum of TDC architectures with
metrological parameters adequate to the observed phenomenon [10–12]. Usually, the precision of
TDC conversion in such systems is determined by a phase measurement module made of one or
more TDLs. The TDLs are used to discreetly delay a signal according to the propagation times of
logic resources used in the design process.

In order to increase the resolution of TDLs built in programmable integrated circuits, the
construction of independent multiple delay lines [13] is used. An example of such lines is presented
in [14]. The proposed carry-chain based four-stage merged TDL architecture has been implemented
in a Kintex-7 device. A common reference clock signal at the frequency of 554 MHz was used to
obtain a 760-tap TDL with 2.37 ps resolution. When just averaging the results read from multiple
TDLs, the standard deviation of the measurement decreases with the square root of the number
of TDLs. In the next article [15], the 128 pairs of TDLs (separately for the START and STOP
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pulse) are used to average the result of a single measurement. The system implemented in an
application specific integrated circuit (ASIC) yielded a root-mean-square error (σrms) of 3 ps
with 64-tap delay lines and an average resolution of 71 ps. The TDL architecture based on LUTs
arrays was implemented in Xilinx’s Virtex XCV300 FPGA device. A 500 ps resolution TDL was
obtained by utilizing two LUT-based delay lines with a resolution of 1 ns [16]. The difference
in the propagation times of the signals coming out of the LUT array table located in the CLB
and the signals at the LUT inputs of the other two CLBs was used in this case. The position of
the CLBs was determined experimentally so that the offset of these signals is half the delay of
one TDL. In order to linearize the characteristics of a TDL, one to several tri-state buffers were
connected to the information outputs of appropriate CLBs [17]. This resulted in increasing the
time constant of a given output and increasing the time of the rising edge of the output signal,
yielding, in turn, a change in the characteristics of the entire TDL to a more linear one. A similar
procedure was applied to implement the quadruple line with 250 ps resolution. Further use of
additional CARRY chain components such as MUXCY and XORCY enables the creation of delay
lines with a resolution better than 50 ps.

Very popular in FPGAs, the CARRY chain components, used to design high-speed arithmetic
circuits, are characterized by the best timing parameters. The single delay varies from a few to tens
of picoseconds and depends on the technology used. The timing parameters of this component
also show a weak temperature dependence compared to other logic blocks. Therefore, these
components are increasingly used in the creation of TDLs. For example, in the paper [18] a delay
line made of CARRY chains components was presented. The delay line was characterized by high
nonlinearity because segments of higher delay were interleaved with segments of lower delay,
and their delays were spread from 30 ps to 110 ps. Such properties of lines built from CARRY
chain elements are their serious drawback when trying to build a highly linear TDL. However, this
property can be exploited when implementing an equivalent coding line (ECL) [2].

The principle of ECL creation is shown in Fig. 1. The above method involves using at least two
TDLs with different delay characteristics. This is a typical situation in FPGAs, due to the different
delays of signal distribution paths, process variation, etc. Taking into account the widths of the
quantization steps, as well as their relative offsets, it can be determined which bins from different
TDLs overlap completely or partially. In this way, new bins with much smaller widths than the bins
from the original TDLs can be determined, and their number is marked as n + m − 1, where n and
m represent the numbers of bins of the first and second TDLs, respectively. By applying the ECL
method for 16 TDLs implemented in a Spartan-6 device, the resolution of 1.2 ps was achieved [2].

Fig. 1. Principle of the equivalent coding line (ECL) creation.
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3. UltraScale’s TDLs architecture

A simple CLB of Xilinx Kintex UltraScale FPGA [19] consists of eight six-input LUTs
(which can be configured also as five inputs for two functions functionality), sixteen flip-flops
(twice grouped) and appropriate carry chains multiplexers and xor gates. The interesting CLBs
functionality is arranged around a single carry chain column. For experimental purposes the
TDL with 480 taps was implemented using the structural VHDL coding method. The CARRY8
component (Fig. 2) from the Xilinx manufacturer’s library (for the Kintex UltraScale chip) was
used in this implementation. To each of these taps it is possible to connect two flip-flops, which
results in a maximum of 960 D-type flip-flops that can be attached to the entire TDL. This line
occupies 480/8 = 60 CLBs. This value is adequate to the number of CLBs which are possible to
implement inside one column of carry chains path placed in one clock region area. This approach
guarantees that all of the 960 flip-flops can be triggered directly at the same time, without additional
delays provided by additional logic resources (e.g. clock buffers) and connections. In other cases,
when the trigger passes through two or more clock regions, we observe significant differences in
propagation times.

Fig. 2. Simplified diagram of CARRY8 with flip-flops in a single CLB.

The assignment of TDL layout built on a carry chain path is ensured by adequate description
in the Xilinx Design Constraints (XDC) file. In this file, in addition to assigning leads and
specifying the clock signals frequency, the designer can determine the position of a TDL module
by designating the implementation area. A characteristic feature of TDLs built using an arithmetic
carry-chain elements is strong non-linearity resulting from differences in the data and clock
signals propagation times. Therefore, the implementation process requires prior elimination of
unusable line segments and their appropriate sorting in the next stage. For the Kintex UltraScale
XCKU040-2FFVA1156E device the calculated average delay value for that TDL architecture is
about 5.3 ps.

4. Sorting process flow

In the case of single-stage converters [20], periodic waveforms of the reference clock are
recorded, creating sequences of zeros and ones, instead of the result in a thermometric code, as
occurs in interpolators. The clock phase decoding process is performed by using priority decoders.
Such decoder identifies the first occurrence of the "10" or "01" sequence and, based on this
information, determines the phase of the reference clock.
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In the recorded reference clock waveforms, obtained from carry chain based TDLs we relatively
often observed the bubble errors [21]. Bubble error refers to undesirable bit sequences occurring
as a result of signal processing by flash converters. These errors occur due to chip manufacturing
spreads, noises, disruptions and imperfect distribution of the clock signals around the TDL’s
flip-flops. As a result of the above-mentioned factors, it may happen that as a result of the
conversion process, instead of uniform sequences of ones and zeroes, we obtain "101" or "1001"
(as well as "010" and "0110", etc.) sequences especially at the boundary of a logic state change
between neighboring bits from "1" to "0" (and analogously "0" to "1"). This situation is well
known in ADCs as well. When verifying the performance of a high-resolution delay line, bubble
error will be evident in the form of quantization steps which will have no counts registered when
decoding with a priority decoder (Fig. 3). This results in fewer effective bins, i.e. those with any
counts registered during calibration. The TDL calibration and taps sorting process in most cases
involves feeding to the delay line under test either signals from a precision timestep generator or
a HIT signal delayed adequately to a reference clock [22, 23].

Fig. 3. Characteristic of TDL0 with unsorted flip-flops, q = 16.39 ps, qeqv = 25.88 ps.

For the tested set of TDLs (implemented in the X1Y0 and X2Y0 clock domains), the segment
sorting procedure consists of two stages. In the first stage, i.e. in the data acquisition mode, the
input hits are registered without decoders. In this mode, an external generator signal that is not
correlated with the system clock frequency is applied to the measurement input. Then the waveform
registration mode of the external generator is initiated and the waveforms of the reference clock
latched in the flip-flops are stored in the BRAM memory. When the BRAM memory is full, its
contents are copied to an external DDR memory for post-processing on the PC. During the copying
process, the data is searched by a MicroBlaze processor for the occurrence of a previously stored
waveform. If this waveform has already occurred before, the occurrence counter of this waveform
is incremented, otherwise a new waveform with an empty occurrence counter is stored. After
recording measurements in the order of 106 − 108, the data are transferred to the PC, where the
software performs identification and sorting procedures. As a result, a modified order of delay
line segments is obtained. The reorganized delay line is characterized by significantly better mean
and equivalent resolutions. For example, for the test TDL the mean resolution has been improved
threefold (from 16.39 ps to 5.33 ps), while the equivalent resolution has been improved twice
(from 25.88 ps to 12.26 ps, Fig. 4). Such a delay line can then be connected to the decoder using
a modified connection matrix.
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Fig. 4. Characteristic of TDL0 with sorted flip-flops, q = 5.33 ps, qeqv = 12.26 ps.

5. Selection criteria

The methodology of CTDL creation depends on the adopted selection criterion. The basic
criterion is the creation of a CTDL with a preset linearity or expected equivalent resolution.
High linearity is a one of the most important parameters in systems where the shape of transfer
characteristic [24] is not taken into account during calculation of the measurement result. In such
a case, the maximum conversion error due to integral nonlinearity (INL) is assumed, and the
measurement result is taken as the product of the mean value of the quantization step and the
number of the quantization steps involved. In this type of measurement system, the maximum
difference in quantization steps should not exceed 10% of the mean value. The second criterion is
particularly important for strongly non-linear transfer characteristics that are quite often observed
for CTDLs implemented in FPGA devices. In this case, the equivalent resolution is the more
accurate mean-square value of the quantization error. It corresponds to the value of the mean
resolution of the ideal converter whose quantization error is equal to the quantization error of the
ideal converter for real quantization steps. The equivalent resolution is given by the formula [2]:

qeqv =

√√
1
T0

n∑
i

q3
i , (1)

where qi represents i-th quantization steps and T0 is the reference clock period. Let W denote
the set of all TDLs that can be used in a CTDL. The obtained CTDL should have the smallest
equivalent resolution value. If there are n TDLs in the set, it is sufficient to make an assemblage of
each TDL with every other TDL, as described by the relation:

L =
n (n − 1)

2
. (2)

In the above formula n represents the number of quantization steps. In the case of a measurement
system with one CTDL where, from a set W of count n, k elements can be used (TDL), the number
of possible combinations Lk is given from the binomial theorem:

Lk =

(
n
k

)
=

n!
(n − k)!k!

. (3)

Equation (3) gives the number of different combinations of k elements that can be chosen from
an n-element set.
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6. CTDL selection algorithm

In practice, it is impossible to obtain an ideal TDL with equal quantization bins. Therefore, this
paper proposes a multi-line selection algorithm to improve equivalent resolution. The algorithm
seeks to achieve the most uniform quantization steps by selecting TDLs with complementary
characteristics. Depending on the available logic resources of the FPGA chip and the criteria
imposed by the designer, the target CTDL can be built based on all or part of the set of TDLs
used. At the beginning of the design stage, the metrological parameters of the system and the
resources needed to implement the system are initially determined. Based on this, the number of
TDLs used in the target CTDL is determined. In the described work, a CTDL with 16 TDLs was
created on the basis of a set of 32 TDLs. The TDLs are implemented at various locations in the
FPGA, where their characteristics and time offsets between each TDL are determined. Based on
the obtained data, the algorithm searches for the best combinations of TDLs included in the CTDL.
An equivalent line is created from the selected TDL subset, and then the equivalent resolution
value is calculated. According to the formula (3), the number of possible combinations to check
for a subset of 16 TDLs out of 32 is 601.1 · 106.

It is possible to use the direct method of checking all combinations and selecting the best one
that provides the smallest value of equivalent resolution, however, this method is expensive for
computational reasons. Therefore, approximate methods were used, significantly reducing the
required time. The first method involves randomly selecting a subset of 16 TDLs from a set W ,
performing calculations and storing the combinationwith the smallest value of equivalent resolution.
The number of iterations in this method is determined in advance. Due to the randomness, the qeqv
value as well as the TDL subset may vary, after each run of the program.

Another method is to select the best CTDL pair. This method involves selecting a CTDL
composed of two different TDLs from all possible combinations, which as a result of the assembly,
yields the smallest equivalent resolution value. Then, to the subset thus selected, another TDL is
checked and then selected to always obtain the smallest value of equivalent resolution. As a result
of this method, the qeqv value is not the smallest one, but it is compensated by the significantly
reduced computation time.

The algorithms were implemented in Python Version 3.x programming language [25]. In order
to speed up the calculations, the numpy numerical calculation library was used. The program uses
the itertools library, whose purpose is to generate permutations with TDL numbers from the set.
Unfortunately, the itertools library requires a large amount of computer RAM. The algorithms
computation results are presented in Table 1.

Table 1. Comparison of computation results for the algorithm variants performed on a PC with an I9-10850K processor,
128 GB RAM for a system of 16 TDLs selected from a 32 TDL set.

Algorithm variant qeqv [ps] Computation time [s]
Direct method 0.870 151239.880 (c.a. 42 h)

Random selection (105 repeats) 0.885 41.370
Select the best pair 0.899 0.074

The best results are obtained by the direct method, but they come at the cost of a significant
computation time. The pairwise selection method is instantaneous in comparison with the direct
method, but the results will always be the same and will differ from the values found by the direct
method. The random method is slower than the pairwise selection method, but it gives a chance to
find the minimum value of qeqv because the combination with the smallest value of qeqv may be
selected by chance if the number of iterations is significant relative to the number of combinations
for a given number of TDLs in the CTDL.
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7. Experimental results

The results of computer tests of the considered algorithms indicate that the method of selecting
the best pair gives only a slightly worse equivalent resolution than the direct method (only 3.2%),
providing a very short calculation time (74 ms). Therefore, this method was further investigated
more thoroughly. To examine the effectiveness of the selection algorithm we chose TDLs with
worse characteristics. The wider bins at their beginning are probably results of deteriorating
the clock’s distribution parameters such as clock skew or propagation time at the edge of the
clock region. The example composition of two TDLs giving the best result (smallest equivalent
resolution value) is shown in Fig. 5. For this case, selected TDL16 (tapped delay line number 16)
with 368 delay segments and the equivalent resolution qeqv = 13.19 ps as well as TDL29 with
368 segments and equivalent resolution qeqv = 13.77 ps were used. For both TDLs, the time shift
between lines was taken into account. The assembly of these lines resulted in a CTDL with 735
segments and equivalent resolution qeqv = 6.33 ps.

Fig. 5. Quantization bin widths of a) TDL16, b) TDL29, before the combining operation, c) the result of combining the
two TDLs a) and b) into a one CTDL.

Based on the very promising results of combining two TDLs, a collection of 32 TDLs was
then used to create a CTDL composed of selected 16 TDLs. According to the formula (3), the
number of possible variants for that configuration is equal to 601.1 · 106. With the increase of the
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number of possible lines in the W collection, the number of combinations of their compositions
significantly grows. The process of analyzing all possible solutions is based on the algorithm
proposed in Section 6. Thus, the test compositions were made for 4, 8, 16 and 32 lines. The
experimental results are shown in Fig. 6. The obtained equivalent resolutions are 3.23 ps, 1.40 ps,

Fig. 6. Quantization bin widths of CTDLs composed of 4 a), 8 b), 16 c) and 32 TDLs d).
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0.87 ps, 0.50 ps, respectively. The last value of qeqv is the minimum value for the set of all 32
TDLs, and no better performance can be achieved for this set. The values of equivalent resolution
were also checked for all possible combinations for a set of 32 TDLs. In Fig. 7, the obtained results
of equivalent resolution values for different numbers of TDLs included in the CTDL are presented.
Equivalent resolution values for individual TDLs are also calculated there.

Fig. 7. Equivalent resolution values obtained for the complex tapped delay line (CTDL) based on all possible TDLs
combinations. The range of equivalent resolution values for individual TDLs is highlighted in green. The resolution ranges

for 16- and 26-fold CTDLs are marked in red and blue, respectively.

The research results presented in Fig. 7 show that, using the line selection algorithm, it is
possible to determine the ranges of equivalent resolutions for each of specified number of lines
combined into a CTDL. Thus, performing in the design process of the system with a fixed number
of lines, random lines implementations will not necessarily be the best solution. Only the use of
the described algorithm allows to assess whether the implementation performed has given the best
result. By determining the ranges of possible resolutions for each set of lines, one can also postulate
the potential parameters of the TDC ultimately implemented in a given structure using a given set
of lines. A smaller set W of TDLs usually reduces the probability of obtaining the best equivalent
resolution. For a set consisting of 16 lines, the equivalent resolution of a CTDL16 was 0.96 ps.
Increasing the W set to 32 lines has improved an equivalent resolution to 0.87 ps. Moreover, it is
worth noting that any combination of two TDLs always improves qeqv significantly. However, any
combination of random TDLs does not automatically improve resolution. In a particular case, one
can get a CTDL with more TDLs and obtain worse parameters than for fewer TDLs in the CTDL.
The widest spread of qeqv values for the 16-fold CTDL is mainly the result of a larger number of
possible combinations than in other cases, for a set of 32 TDLs. Additionally, from the Fig. 7 it
can also be read how many matched lines should be used in the measurement system to obtain
a given value of equivalent resolution, or how many randomly matched lines should be involved in
the system to meet the assumed parameters.

8. Conclusions

In high resolution TDCs implemented in FPGAs, one of the methods preferred to increase
the system resolution is to increase the number of multi-segment delay lines used in parallel.
Typically, the transfer characteristics of these type of converters are strongly nonlinear. Therefore,
in systems with multiple multi-segment delay lines, only an appropriate selection can guarantee
a further increase in their resolution. Lines randomly combined into a single measurement channel
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can only sporadically prove to be an effective operation. As shown in the TDC system with 16
multi-segment delay lines, it is possible to obtain an equivalent resolution value of 0.870 ps, but
random selection from a set of 32 TDLs, in the most unfavorable case, can deteriorate the resolution
value to 1.943 ps (more than 200%) - for this particular case. In the same system for 15 TDLs, the
spread of changes in equivalent resolution is in the range from 0.934 ps to 1.718 ps. It can happen,
in a very unfavorable scenario, that by adding another TDL, instead of an improvement, one can
get a deterioration of the equivalent resolution value, and thus a deterioration of the metrological
parameters of the whole system.

The use of the delay line selection algorithm presented in this article makes it possible to
significantly improve the resolution and linearity of the time-interval measurement system. The
experimental results obtained on FPGA’s Kintex UltraScale device show that from a set of 32
multi-segment delay lines, by appropriate selection of the lines, it is possible to improve the
equivalent resolution without increasing the required hardware resources. In other words, to
achieve a similar value of equivalent resolution (in comparison with a 16-fold CTDL), without
selecting multi-segment delay lines for the system, the system would have at least 26 multi-segment
delay lines (Fig. 7) in the measurement channel (qeqv ranges from 0.58 to 0.83 ps). This saves
more than 60% of the resources required for the above CTDL implementation.
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