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Streszczenic

W artykule przedstawiono problem nicpewnosci ccchujacej wyniki oznaczania paramctréow jakosciowych
produktow ziarnistych, ktéra powstajc w badaniach wyrywkowych. Poruszono zagadnicnic zdefiniowania pro-
duktu ziarnistego jako populacji gencralnej clementéw. W nawiazaniu do zasady opisu statystycznego przybli-
Zenia estymatora oznaczancj wiasciwosci produktu, sprecyzowano pojecie niepewnosci, ktora charakteryzuje
wyniki oznaczania jego jako$ci. Podano matematyczna posta¢ prawdopodobienstwa, ktére wyraza niepewno$é
w estymacji wielowymiarowej oraz w estymacji wektorowej. Zwrécono uwagg na zwiazek istniejacy migdzy
niepewnoscia wynikow oznaczania jakosci produktu ziamistego a ryzykiem ekonomicznym. Jest to uzasadnienie
znaczenia znajomosci jcj liczbowego okreslenia.

Wprowadzenie

Produkty ziamiste sktadowane 1 transportowane luzem sa wyjatkowo trudne, gdy trzeba
zrealizowaé badania w celu oszacowania ich parametréw jakoSciowych. Trudnosci ba-
dawcze wynikaja po pierwsze — z niejednoznacznosci okreslenia produktu ziarnistego jako
populacji generalnej jednostek statystycznych, a po drugie — z jego skomplikowane;j
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struktury komponentowej i duzej ilosci wlasciwosci, ktore charakteryzujac te strukture,
przedstawiajg jego jakos¢. Poszczegblne parametry jakosciowe moga by¢ szacowane przy
uzyciu techniki pomiaru ciagltego lub przeprowadzeniu badafi wyrywkowych. Za pomoca
pomiardw ciaglych mozna bada¢ tylko niektore parametry. Wszystkie parametry moga by¢é
natomiast szacowane przy zastosowaniu badafi wyrywkowych, polegajacych na badaniu
bardzo matej czgsci produktu, reprezentujacej znacznie wieksza jego ilo$é. Ich zastosowanie
powoduje, Ze wyniki oznaczania zawsze s3 lepszym lub gorszym przyblizeniem badanych
parametrow produktu.

W ocenie jakosci produktu ziarnistego istotne jest, z jakim statystycznym przyblizeniem
wyniki oznaczania przedstawiaja jego rzeczywiste wlasciwosdci. Znajomosé tego przybli-
Zenia jest gldwna zasada reprezentacyjnej metody badan (Pawlowski 1972; Zasepa 1972;
Steczkowski 1988). Zapewnia ona najmniej kosztowne pozyskanie potrzebnych informacji
0 jakoéci produktu, ktére maja pozadang miarodajnosc. Dlatego tez metoda reprezentacyjna
jest rekomendowana jako spelniajaca kryteria racjonalno$ci.

W przypadku produktéw ziarnistych, ktére roznia si¢ stopniem komplikacji ich cha-
rakterystyk jakosci, niezbedne sa adekwatne do niego metody estymacji. Odpowiednim
rozwigzaniem metody reprezentacyjnej dla nich jest estymacja wielowymiarowo-wektoro-
wa, ktérej model wykorzystano do okre$lenia niepewnosci wynikow oznaczania wias-
ciwosci produktu ziarnistego.

1. Produkt ziarnisty jako zbiorowos¢ jednostek statystycznych

Naturalnymi elementami, z ktdrych sklada sie ziarnisty produkt sypki, sa poszczegdlne
ziarna. Zazwyczaj wystepuja miedzy nimi réznice spowodowane badz to brakiem jednej lub
wiecej cech wspolnych, badZ intensywnoscia ich wystgpowania. Zasady reprezentacyjnej
metody badan wyrywkowych wykluczaja jednakze uznanie naturalnej postaci produktu
ziarnistego, a mianowicie zbiorowosci utworzonej z poszczegblnych ziarn — jako jej
elementéw skladowych, za nadajaca si¢ do rozwazanego badania, poniewaz nie s3 one
jednostkami, ktére moga by¢ pojedynczo losowo pobierane, a wigc — by¢ traktowane jako
jednostki losowania. Jest to zawsze konieczne, gdy elementy tworzace populacj¢ generalna
nie sa losowo rozmieszczone w badanym produkcie, a przewaznie tak bywa. Z tego wzgledu
potrzebna jest taka interpretacja produktu ziarnistego — jako zbiorowosci elementéw, aby
elementy te byly przydatne w praktyce, to znaczy dawaly si¢ tatwo z niego wyodrebnic¢
i mogly by¢ podstawa operatu losowania.

Jak wiadomo, produkty ziarniste sypkie pobiera si¢ do badan porcjami. W przypadku
kazdego z nich istnieje mozliwos§¢ zastosowania réznych technik pobierania probki pier-
wotnej, dajacych mozliwo$¢ uzyskiwania z niego probki pierwotnej, majacej r6zna wiel-
ko$¢. Jednak zawsze zakres wielkoSci probki pierwotnej jest ograniczony wzgledami prak-
tycznymi, tylko w takim zakresie zatem istnieje realna mozliwo$¢ regulowania wiel-
kosci prébek pierwotnych. W kazdym produkcie ziarnistym mozna wigc rozwazaé wiele
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wariantow wielkoSci probki pierwotnej, a tym samym — wiele wariantéw populacji gene-
ralnej. Stad okreslenie produktu ziarnistego jako zbiorowosci jednostek losowania jest
umowne. Ta sama partia produktu moze by¢ zbiorowoscia zawierajaca rozna liczbe jed-
nostek losowania, w zaleznosci od zatozonej ich wielkos$ci. Jest to okoliczno$é charakte-
rystyczna w badaniach wyrywkowych produktéw ziarnistych, sktadowanych i transporto-
wanych luzem. W praktyce, probki pierwotne nie moga mie¢ idealnie réwnej wielkosci.
Jednakze w przypadku niewielkiego jej zrdznicowania mozna uznaé, ze w przyblizeniu sg
one sobie rownowazne jako jednostki tworzace zbiorowos¢ statystyczng.

Pobieranie probek jest najtrudniejszym i najwazniejszym etapem w procedurze estymacji
parametru lub grupy parametréw cechujacych produkt ziarnisty. Z wielkoscia probki pier-
wotnej wiaze si¢ pewna szczego6lna warto$¢ liczbowa wariancji badanego parametru. Za-
leznosci tej zazwyczaj nie da sig w konkretnym przypadku okresli¢ bez specjalnych badan
(Martyniak 1992, 1998, 1999).

Nalezy zapewni¢ losowos¢ (przypadkowosc) wyboru probek pierwotnych wchodzacych
w sktad probki ogolnej. Klasyczne metody losowania z wykorzystaniem tablic liczb przy-
padkowych, stosowane w przypadku produktéw sztukowych, w praktyce moga okaza¢ sig
zupelnie nieprzydatne dla sktadowanych i transportowanych luzem produktéw bezksztatt-
nych, do ktérych zaliczaja si¢ produkty ziarniste wystgpujace w tej postaci. Dlatego tez
w konkretnych okolicznosciach moze zachodzi¢ potrzeba opracowania i zastosowania me-
tody posredniej, ktora spetnia wymogi przypadkowosci wyboru probki pierwotnej. Przed
uznaniem jej za wlasciwa 1 przyjeciem do stosowania musi ona by¢ jednakze potwierdzona
pozytywnym rezultatem testu losowo$ci — dla kolejno pobranych prébek pierwotnych,
ktore maja wejs¢ w sktad probki ogolnej. Przyktad postuzenia si¢ tym testem do sprawdzenia
hipotezy, ze wystepuje przypadkowo$¢ kolejno pobieranych probek pierwotnych zamiesz-
czono w sprawozdaniu z badania naturalnych warunkéw w procesie wzbogacania wegla,
ktore sg brane pod uwagg przy opracowaniu statystycznych metod kontrolnych (Martyniak
i in. 2001).

Oznaczajac symbolem m, §rednia masg probki pierwotnej, a symbolem m mase produktu,
ktorego parametry jakoSciowe stanowia przedmiot estymacji, mozna obliczy¢ liczbg n jed-
nostek o wielko$ci probki pierwotnej, z ktorych sklada sig ten produkt. Teoretycznie istnieje
wiec fizyczna mozliwo$¢ rozdzielenia go na takie jednostki. Liczbg n okresla stosunek

Takie jednostki, mimo ze same w widoczny sposob nie wyodrebniaja si¢ jako oddzielne
elementy w masie produktu ziarnistego, moga jednakze by¢ w niej zidentyfikowane me-
todami posrednimi, co wystarcza, aby mogty one by¢ jednostkami, ktére mozna pobra¢
sposobami zapewniajacymi przypadkowos¢ ich wyboru. '

Zastosowanie klasycznej metody losowania polega na identyfikacji wszystkich jed-
nostek populacji generalnej, ktorych liczba wynosi 7 i na ustaleniu kolejnosci ziden-
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tyfikowanych jednostek losowania w przeznaczonym do badania produkcie, z ktérej
wynikaja ich numery porzadkowe. Zestawienie tych numeréw jest operatem losowania
(Pawlowski 1972).

Parametry jakosciowe cechujace parti¢ produktu nie zaleza oczywiscie od okreslenia
jej jako populacji jednostek losowania. Zaleza natomiast od niego ksztalty statystycznych
rozkladow parametrow wykazywanych przez jednostki o réznej wielkosci. Dlatego tez
z punktu widzenia uzyskania konkretnego statystycznego przyblizenia wynikéw oznacza-
nia — do estymowanych parametrow produktu, wspomniane okre$lenie ma zasadnicze
znaczenie.

W jednoznacznie zdefiniowanej — dla produktu ziarnistego — populacji generalnej
jednostek losowania poszczegdlne jednostki sa zréznicowane wedlug jednej lub wiecej
wlasciwosci. Parametry przedstawiajace intensywno$¢ wystgpowania pojedynczej cechy
jakosciowej w jednostkach losowania sg jednowymiarowa zmienna losowa, a wielu cech
jakoéciowych — wielowymiarowa zmienna losows. Jezeli w jednostkach losowania wy-
réznia sig ich komponenty, ktore rowniez wykazuja zréznicowane parametry jakosci, sa one
zmienna losowa wektorowa. Podobnie jest w probce ogolnej, sktadajacej sig z probek
pierwotnych. Jest ona estymatorem co najmniej jednego parametru cechujacego produkt
zlarnisty lub jego komponent. Jej reprezentatywnosc¢ jest funkcja stopnia komplikacji ozna-
czanej charakterystyki jakosciowej (Martyniak 1987). W przypadku wielowymiarowo-wek-
torowego opisu jakosci produktu ziarnistego istnieje mozliwo$¢é oszacowania warto$ci
liczbowych, bedacych miernikami reprezentatywnosci probki ogolnej przekazanej do badan
(Martyniak 1994a, c, 1997). Sa to sktadowe matematycznego opisu statystycznego przy-
blizenia estymowanej charakterystyki jakosci badanego produktu — do rzeczywistej, wy-
kazywanego przez estymator reprezentujacy tg charakterystyke.

2. Skladowe statystycznego przyblizenia estymatorow

Statystyczne przyblizenia przedstawia si¢ za pomoca informacji sktadajace;j si¢ z dwoch
czesci (Fisz 1967; Hellwig 1987; Pawlowski 1981). Pierwsza z nich podaje prawdo-
podobienstwo, ktérym cechuja si¢ mozliwe do zrealizowania przypadkowe odchylenia
estymatordw, to jest wynikow oznaczania parametréw — od ich warto$ci oczekiwanych,
ktérymi sa parametry estymowane. Wygodne jest nazywanie tego prawdopodobienstwa —
prawdopodobiefistwem estymacyjnym. Druga zas — precyzuje liczbowe wartosci tych
odchylen. W przypadku gdy sa to maksymalnie dopuszczalne odchylenia od prawdziwych
parametréw produktu, nosza one nazwg tolerancji estymacyjnych.

Sa to skladowe statystycznego przyblizenia estymatora, bedace funkcja zaré6wno sta-
tystycznych parametréw drugiego rzedu, ktorymi charakteryzuja sig poszczegoélne popula-
cje jednostek losowania, jak tez liczby przypadkowych jednostek z populacji, ktorych
wiaéciwosci sa elementami skiadajacymi sie na tenze estymator. Dla konkretnych danych
liczbowych, informujacych o parametrach statystycznych populacji generalnej i liczbie
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elementow reprezentujacych ja w estymatorze, poziom statystycznego przybliZenia jest
skonkretyzowang wielko$cia stochastyczna, ktéra wyrazaja dwie wspomniane, §cisle ze soba
zwiazane sktadowe. Moze zatem by¢ on przedstawiony za pomocg réznych par wartosci
liczbowych prawdopodobienstwa i odchylenia branego pod uwage estymatora. Prawdo-
podobiefistwo to traktuje si¢ wowczas jako jednoznaczng funkcjg wielko$ci przypusz-
czalnych odchylen wynikéw oznaczania wlasciwosci produktu ziarnistego.

Nalezy zwroci¢ uwagg, ze jezeli odchylenia systematyczne obcigzajace estymator sg
pomijalne lub nie wystgpuja, poziom statystycznego przyblizenia parametrow z estymatora,
informuje o poziomie ich reprezentatywnosci wzgledem parametrow, ktore w rzeczywisto$ci
charakteryzuja badang parti¢ produktu (Martyniak 1986, 1994b, 2001).

3. Matematyczna postaé¢ niepewnosci przyporzadkowanej wynikom oznaczania
wlasciwosci produktu ziarnistego

Miernikiem niepewnosci, ktéra trzeba uwzglgdnia¢ oceniajac jakos¢ produktu ziar-
nistego, jest prawdopodobienstwo, ze wyniki oznaczania cechujg si¢ przypadkowymi od-
chyleniami wigkszymi niz wymagane tolerancje estymacyjne. Z poprzednio podanego
okreslenia statystycznego przyblizenia wynikdéw oznaczania wiadomo, ze przypadkowym
odchyleniom, ktére mieszcza si¢ w granicach ustalonych tolerancji odpowiada wiazace si¢
z tymi tolerancjami prawdopodobienstwo estymacyjne, oznaczone symbdlem Pg. Istnieje
pewnos¢, ze albo wszystkie odchylenia przypadkowe bgda sig znajdowaty w granicach
tolerancji estymacyjnych, co zdarza sig z okreslonym prawdopodobienstwem estymacyj-
nym, albo co najmniej jedno z nich przekroczy tolerancjg estymacyjna. Z tego wynika, ze
przekroczenia tolerancji zdarzaja si¢ z prawdopodobienstwem P|_g, stanowiacym dopel-
nienie do 1 prawdopodobienstwa estymacyjnego. A zatem:

Pp+Prg=1 i Pi_g=1-Pg

Wobec tego miernikiem niepewnosci, ktora dotyczy wynikéw oznaczania wlasciwosci
produktu ziarnistego jest prawdopodobiefistwo Pq_g, ze zrealizuje si¢ niekorzystna roz-
biezno$¢ pomiedzy oznaczong i prawdziwa charakterystyka jakosci produktu, dotyczaca co
najmniej jednej jego wiasciwosci. Jest ono liniowa funkcja estymacyjnego prawdopo-
dobienstwa Pg.

4. Niepewno$¢ w estymacji wielowymiarowe;j
W przypadku estymacji wielowymiarowej, miara dopuszczalnej rozbieznosci pomigdzy

prawdziwg i oznaczong charakterystyka jakosci produktu ziarnistego sa nastgpujace skta-
dowe statystycznego przyblizenia (Deutsh 1969; Martyniak 1994a, b):
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— zbior {...A;...} tolerancji estymacyjnych, ustalonych dla poszczeg6lnych wiasciwosci,
ktére sa oznaczane w celu ilo$ciowego ich okreslenia,

— przyporzadkowane temu zbiorowi prawdopodobienistwo estymacyjne Pg({...A;...}),
ktore jest prawdopodobienstwem zdarzenia ztozonego, skladajacego sie ze zdarzen
elementarnych, a mianowicie przekroczen granic wyrazonych przyjetymi toleran-
cjami przez odchylenia estymatorow poszczegolnych parametrow jakosciowych.

Symbol i jest liczba porzadkowa parametru jakoSciowego produktu oraz jego esty-
matora.

Realizacja procedury estymacyjnej prowadzi do osiagnigcia konkretnego statystycznego
przyblizenia estymatora (estymatorow) do estymowanego parametru (estymowanych para-
metrow) jakos$ci produktu, ktére jest funkcja:

— odchylenia standardowego s(1), wystgpujacego w populacji jednostek losowania,

roznigcych sig¢ ze wzgledu na oznaczane wilasciwosci,

— liczby 7 jednostek losowania z tejze populacji, wchodzacych w skiad danego esty-
matora.

Statystyczne przyblizenie estymatora mozna przedstawi¢ dwojako — badz jako osiagnig-
te odchylenie (odchylenia) wyniku (wynikow) oznaczania parametru (parametrow) od esty-
mowanego parametru (estymowanych parametréw) z danym prawdopodobienstwem (Pg).,
badz jako osiagnigte prawdopodobienstwo (Pg),, dla danego odchylenia (odchylen) wyniku
(wynikéw) oznaczania parametru (parametrow) — od estymowanego parametru (estymo-
wanych parametrow), ktérym (ktérymi) moze (moga) by¢ tolerancja estymacyjna (tolerancje
estymacyjne). W przypadku oceny niepewnosci, jako funkcji probabilistycznej sktadowe;j
statystycznego przyblizenia, chodzi oczywiscie o te druga mozliwos¢.

Odchylenia estymatoréw, ktore powinny charakteryzowac procedurg estymacyjna naj-
czeSciej sa dostosowywane do wymaganych tolerancji estymacyjnych za pomoca odpo-
wiedniej liczby n jednostek losowania, ktore powinny tworzy¢ estymator. Jezeli w toku
procedury estymacyjnej otrzymano estymatory zfozone z innej liczby jednostek losowania,
ich statystyczne przyblizenie rozni si¢ od pozadanego. Zamierzajac oceni¢ je ze wzglgdu na
sktadowa probabilistyczna, dla kazdego z nich wyznacza si¢ uzyskane indywidualne praw-
dopodobienstwo estymacyjne Pg(A;),, nazywane w terminologii statystycznej kontroli
jakosci dotyczacej estymacji przedzialowej — poziomem ufnoéci (Fisz 1967; Deutsh 1969;
Bobrowski 1980; Zielinski 1990). W tym celu korzysta si¢ z odpowiedniego typu mate-
matycznego modelu rozkladu prawdopodobienstwa jednowymiarowej zmiennej losowe;j,
do ktorego jest podobny rozkiad prawdopodobienstwa branego pod uwagg estymatora.
Najczesciej sa to funkcje ciagle ggstosci prawdopodobienstwa i wynikajace z nich dystry-
buanty rozktadéw prawdopodobienstwa. W modelach tych prawdopodobienstwo estyma-
cyjne jest funkcja liczbowej wartoéci oznaczanej symbolem ¢, ktéra dzieli zakres zmien-
nosci zmiennej losowej na cze$ci. Wielko$¢ ¢ jest zwiazana z odchyleniem standardowym
zmiennej losowej s. Tolerancja estymacyjna A wskazuje konkretna wartos¢ liczbowa ¢,
ktora jest wspotczynnikiem proporcjonalno$ci w liniowej zaleznosci migdzy tolerancja
estymacyjna a odchyleniem standardowym zmiennej losowej
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A=ts

Wygodne jest nazywanie wielkodci ¢ wspoiczynnikiem ufnosci, zgodnie z definicja
zalecana w Polskich Normach (PN-74/N- 01051 Rachunek prawdopodobienstwa i statystyka
matematyczna. Nazwy, okre§lenia, symbole: p. 3.8.23).

W celu okreslenia estymacyjnego prawdopodobiefistwa Pg({...A;...}), wielowymiarowej
zmiennej losowej, trzeba obliczy¢ realne wartosci liczbowe wspolczynnikow proporcjo-
nalno$ci ti(n), ksztaltujace si¢ przy tolerancjach A;, w zaleznos$ci od odchylen s;(n) cha-
rakteryzujacych estymatory poszczegdlnych wlasciwosci, korzystajac z relacji:

Ai oh Ai
s; () s; (1)

Jn

ti(n)=

gdyz si(n) jest dane wzorem

Si (")=si/(;1)

w ktorym s;(1) jest to odchylenie standardowe w populacji pojedynczych jednostek loso-
wania, a n jest ich liczba w podlegajacym ocenie estymatorze.

Matematycznym modelem prawdopodobienstwa Pg({...A;...})y, jezeli oznacza si¢ co
najmniej dwie niezalezne od siebie wlasciwosci produktu ziarnistego, przy zatozeniu nor-
malno$ci statystycznego rozktadu ich estymatordw, jest model ksztaltowania sig tego praw-
dopodobienstwa wedlug nastepujacej zaleznosci (Martyniak 1994a i b):

A
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Niepewno$¢ wynikéw oznaczania wiasciwosci wielowymiarowo charakteryzujacych
jakoé¢ produktu ziarnistego, wyrazona prawdopodobiefistwem Pj_g, zgodnie z istniejaca,
jak poprzednio wykazano, jego zaleznoscia od prawdopodobienstwa estymacyjnego, jest
rowna:
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5. Niepewnos¢ w estymacji wektorowej

Jezeli w produkcie ziarnistym przewiduje sig¢ oznaczanie co najmniej jednej wtasciwosci,
co najmniej jednego jego komponentu, po wydzieleniu go z probki ogodlnej tego produktu,
oceng statystycznego przyblizenia wyniku (wynikow) oznaczania oraz mozliwo$é dosto-
sowania procedury estymacyjnej w celu osiagnigcia statystycznego przyblizenia wyma-
ganego dla wyniku (wynik6w) oznaczania parametru (parametrow) jako$ciowego (jakoscio-
wych) komponentu (komponentéw), zapewnia zastosowanie zasad estymacji wektorowej
(Martyniak 1994a, b). Obejmuje ona rowniez przypadek rownoczesnego oznaczania w prob-
ce ogolnej wlasciwosci produktu traktowanego, jako catosc.

Oznaczajac co najmniej jedna charakterystyke jakosci komponentu wchodzacego w sktad
produktu ziarnistego, uzyskuje si¢ co najmniej jednowektorowe, zawierajace jeden (jedno-
wielowymiarowe) lub wigcej (wielowymiarowe) wynikOw oznaczania parametréw jako$-
ciowych, ktore informuje o produkcie ziarnistym, przedstawiajac jakos¢ interesujacych nas,
wchodzacych w jego sktad komponentéw. Wobec tego estymacja wielowymiarowa jest
zredukowana estymacja wektorowa, to znaczy szczegdInym przypadkiem bardziej ogdlnego
pojecia estymacji wektorowe;.

Dostosowanie miary dopuszczalnej rozbieznoséci pomigdzy prawdziwa i oznaczong cha-
rakterystyka jakosci produktu ziarnistego do potrzeb estymacji wektorowej polega na jej
odpowiednim uogdlnieniu. Okreslaja jg nastgpujace sktadowe:

— zbidr [...{...A;...};...] tolerancji estymacyjnych, ustalonych dla poszczegolnych wias-

ciwosci, ktore sa oznaczane w celu iloSciowego ich okreslenia,

— przyporzadkowane  temu  zbiorowi  prawdopodobiefistwo  estymacyjne
Pg([...{...Aj...}j...]), ze uzyskane w przeprowadzonej procedurze estymacyjnej od-
chylenia estymatoréw poszczegélnych parametréw jakoSciowych nie przekraczaja
granic odpowiadajacych wymaganym tolerancjom.

Liczba porzadkowa i wskazuje tolerancje estymacyjne A dla wynikow oznaczania para-
metrow wielowymiarowo opisujacych jako$¢ produktu ziarnistego lub jego komponentu.
Liczba porzadkows j identyfikuje sig¢ zestawienia {...A;...} tolerancji estymacyjnych, przy-
porzadkowanych odchyleniom wynikéw oznaczania parametrow jakosciowych, ktére wcho-
dza w sklad poszczegdlnych wektorowych charakterystyk jakosci.

Niepewno$¢ wynikéw oznaczania, ujgtych w wektorowej charakterystyce jakosci,
zgodnie z zalozonym znaczeniem tego pojecia, jest wyrazona prawdopodobiefi-
stwem Pj_g, ktore zalezy od prawdopodobiefistwa Pg([...{...A;...};...])y, to jest — pro-
babilistycznej sktadowe;j statystycznego przyblizenia, ktérym cechuje si¢ dany wektoro-
wy estymator. Jest ona funkcja poszczegolnych prawdopodobienstw Pg({...A;..} )y,
jako probabilistycznych sktadowych statystycznego przyblizenia jedno- lub wielowy-
miarowych estymatoréw komponentowych. Jezeli estymatory te sa niezaleznymi zmien-
nymi losowymi, prawdopodobiefistwo danej ich kombinacji jest iloczynem prawdopo-
dobiefstw realizacji wartoéci liczbowych tych estymatorow i w tym przypadku zachodzi
relacja:
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Statystyczne przyblizenia dotyczace wielowymiarowych estymatorow komponentowych
s analogiczne do przyblizen w estymacji wielowymiarowe;.

Komponentowe prawdopodobienstwo estymacyjne Pg({...A;...} )y, przy zatozeniu nie-
zalezno$ci branych pod uwagg estymatoréw, jest z kolei iloczynem prawdopodobienstw
odpowiadajacych zrealizowanym warto$ciom liczbowym estymatorow poszczegélnych
wiasciwosci tworzacych jakosciowq charakterystyke j-tego komponentu. Jezeli statystyczne
rozklady estymatoréw sa zblizone do rozktadu normalnego, ma on postac:
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W powyzszych wzorach odzwierciedlaja sig¢ oczywiscie takie same jak w estymacji wie-
lowymiarowej wzajemne powiazania wspolczynnikoéw ufnosci, tolerancji estymacyjnych
1 odchylen standardowych, zidentyfikowanych takimi samymi liczbami porzadkowymi.

Zaktadajgc wzajemna niezaleznos¢ wektoréw wilasciwosci tworzacych charakterystyke
jakosci produktu ziarnistego, rozwazang niepewno$¢ wynikow jej oznaczania mozna skon-
kretyzowa¢ za pomoca nastgpujacego modelu matematycznego:
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6. Zwiazek niepewnosci charakteryzujacej wyniki oznaczania jakosci
z ryzykiem ekonomicznym

W wyrywkowych badaniach produktow ziarnistych nie mozna unikna¢ niedoktadnosci,
ktore obciazaja wyniki oznaczania parametréw jakoSciowych tychze produktéow. Jest to
srédtem nastepujacej niepewnosci: czy istniejaca rozbieznos¢ miedzy wynikiem oznaczania
a parametrem jako$ci produktu ziarnistego przekracza granice wynikajace z wymaganych
tolerancji? Przeprowadzone rozwazania wskazuja, ze liczbowym miernikiem tej niepew-
nosci jest prawdopodobienstwo Pj_g, ktére jest dopetnieniem do jednosci dla prawdopo-
dobiefistwa estymacyjnego Pg.

Decyzje o postgpowaniu z produktem ziarnistym podejmuje si¢ na podstawie wynikow
badania jego jakosci. Jezeli wiec prawdopodobiefistwo, ze wyniki te odbiegaja w znacznym
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stopniu od faktycznych parametrow byloby duze, zdarzenia takie bylyby dosé czeste, stad
niektore decyzje bylyby bledne i prowadzity do strat finansowych. W rezultacie powstaje
ryzyko ekonomiczne zwiazane z przyblizonym ustaleniem jakoci produktu na podstawie
wynikOw oznaczania, ktére moga znaczaco rozni¢ sie od jego parametréw estymowanych.

Przyjmuje sig, ze wyniki oznaczania mieszczace si¢ w granicach tolerancji estyma-
cyjnych nie rdznia sig istotnie od estymowanych parametréw produktu. Te natomiast, ktore
Je przekroczyly, uznaje si¢ za istotnie rézniace si¢ od jego rzeczywistych parametrow.
Dopiero wowczas powzigta na ich podstawie decyzja prowadzi do straty finansowej. Wobec
tego prawdopodobiefistwo tejze straty jest rowne prawdopodobienistwu otrzymania wynikéw
oznaczania, ktérych odchylenia sa wigksze niz wymagane tolerancje estymacyjne. Z po-
przednich rozwazan wynika, ze jest to prawdopodobienstwo Pj_g, blizej precyzujace nie-
pewno$¢ zawsze towarzyszaca badaniom wyrywkowym.

Niektore aspekty rozwazanego ryzyka sa dyskutowane w publikacji Autora (Martyniak
2000).

Oznaczajac symbolem d mozliwy ubytek finansowy, spowodowany decyzja powzieta na
podstawie wynikéw oznaczania rézniacych sig istotnie od parametréw badanego produktu
i symbolem P(d) prawdopodobienstwo urzeczywistnienia si¢ ubytku finansowego d, ktory
Jest strata, ryzyko ekonomiczne R z tym zwigzane jest rowne:

R=d P(d)
wiedzac za$, ze

P(d)=P\_g

rozpatrywane ryzyko jest funkcja liczbowo sprecyzowanej niepewnosci charakteryzujacej
wyniki oznaczania jakoéci produktu ziarnistego

R=dP,_g

Jak wida¢, ryzyko ekonomiczne zwiazane z rozwazana niepewnoscia jest iloczynem dwu
czynnikéw skladowych. W nawiazaniu do ich znaczenia, czynnik majacy charakter probabi-
listyczny, ktérym jest prawdopodobienstwo Pi_g, wygodnie jest nazywac probabilistyczna
sktadowa, a czynnik ujmujacy wielkos¢ prawdopodobnej straty finansowej — finansowa
skladowa ryzyka ekonomicznego.

Podsumowanie

W dziatalno$ci gospodarczej coraz czesciej wymagane sa kompleksowe analizy ekono-
miczne z uwzglednieniem wszystkich istotnych czynnikéw ekonomicznej efektywnosci.
Nalezy do nich dokladna znajomo$¢ parametréw jakodci produktow ziarnistych. Sa one
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jednakze bardzo trudne dla miarodajnego okreslenia ich parametrow jakosciowych. Nalezy
wigc zwrdci¢ uwage na zrodla niepewnosci zwiazanej z metoda badan wyrywkowych,
stosowana do oznaczania jakosci produktéw ziarnistych. Miarg niepewnosci charaktery-
zujacej wyniki oznaczania, przedstawiajace jako$¢ produktu ziarnistego — jest prawdo-
podobienstwo niedotrzymania ustalonych tolerancji estymacyjnych w zastosowanej pro-
cedurze estymacyjnej. Matematyczny model jego ksztattowania si¢ informuje o wptywie
poszczegblnych czynnikdw na wspomniana niepewnos¢.

Zasadnicza role odgrywa zwiazek miarodajnosci wynikOw oznaczania wilasciwosci
produktu ziarnistego, okreslonej niepewnoscia zachowania wymaganych tolerancji estyma-
cyjnych, z ekonomicznym ryzykiem. Prawdopodobienstwo, ktére wyraza poziom tej nie-
pewnos$ci — jest probabilistyczng sktadowa odpowiadajacego jej ryzyka.
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JERZY MARTYNIAK

THE UNCERTAINTY OF DETERMINED PROPERTY VALUES CHARACTERIZES A LOT OF PARTICULATE PRODUCT
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Abstract

In this paper there is payed attention to the nccessity to know the uncertainty conceming the quality
determination result statement characterizes a lot of particulate product. Unfortunately, thc mathcmatical models
for this and the indispensable informations about the statistical parameters of involving random variables, arc
lacked. The published multidimensional and vectorial estimation method (Martyniak 1994b) enablcs to deduce
thesc models and arrangement the rescarch for obtaining these informations. First of all, the probability of
ocurrence that the true quality parameters of particulate product are finded aut the utmost of the permissible
tolerance for determination results, had to be cxpressed in shape of the mathematical model. Further, it was possible
to derivate the formulas for the probable to manifest quantitavely the estimation uncertainty. Thesc are as follows:

a) the case when the quality circumscription of product is multidimensional:
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b) the case when the quality circumscription of product is onc or multi-vectorial:

Aq n
P U] _%zz
=1- L) =1- e o
Pp=1 rijE({...A,...,j),, 1 l;lI?Jz_n A.j e 2 dz
7.8
Sij 0]
The used symbol explanations:
P,_g — the probability is thc evaluation of uncertainty,
Pr  — the cstimation probability of attainment all the estimates according to their tolerances,
— the tolerance for the cstimate (determination result) of a product characteristic value,
u — the index for the probability a posteriori after the estimation procedure,
i — the oridinal number for a charactcristic of product or its componcnt,
J — the oridinal number for a characteristic valuc vector of product,
n — the number of random sampling units composing the estimates of characteristic values
of product or its component,
s(1) — the standard deviation of a product or component characteristic in thc gencral population

of sampling units.

In sampling of particular products therc is not possible to avoid inaccuracy accompanying determination
quality parameters of particular products. Therefore for making a decision of lot accaptance, the risk duc to
deviation of received results with regard to the estimated specific characteristic values cxists. The probability Pj_g
is the probabilistic constitucnt of this risk R that is given by the following formula

R=£1P|_E

where: d — the financial loss being the financial constitucnt of risk.



