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Introduction

In industrial companies, as well as in the metal-
lurgical industry, decision-making processes in terms
of production preparation are a fundamental and key
element of the whole manufacturing process. Making
a choice about a specific decision variant is preced-
ed by analysis based mostly on the knowledge and
intuition of the decision-maker. One of the processes
related to production preparation is the purchase of
materials necessary for its realization. The problem
that responsible persons often encounter is the too
large number of commercially available possibilities.
That is why selecting the optimal material, consid-
ering costs and usability criteria is often difficult. In
such a context, selecting the resources necessary for
the manufacturing process can be considered a multi-
criteria decision problem [1]. An example of such a
problem is making decisions about the purchase of
so-called additional materials (here: fluxes) for the
Submerged Arc Welding (SAW) method.
A high competition and a diversified assortment

on the fluxes market, as well as the various crite-
ria of their selection (e.g. Boniszewski basic index

value, weld mechanical properties, chemical compo-
sition and price) are reasons why an engineer plan-
ning the purchase of additional materials for weld-
ing processes should not use solely his intuition and
experience. It may not lead to obtaining the most
beneficial variant.
That is why in such a situation it is worth using

decision-making support methods. One of the possi-
ble methods is cluster analysis, which belongs to the
wide range of Data Mining tools (discovering knowl-
edge from data) [2–5]. It realizes the task of grouping
(clustering) objects into homogeneous groups based
on their features [6]. The possibility of applying clus-
ter analysis in the flux selection problem is investi-
gated by the authors of this paper. Another group
of methods worth mentioning in this contex are in-
telligent methods based on incomplete information
processing (eg. [7]). Cluster analysis methods can
be divided into hierarchical [8] and non-hierarchical
ones [9]. The first group contains algorithms which
can be applied to obtain so-called dendrograms, rep-
resenting a structure of hierarchically ordered clus-
ters. Within its scope, agglomerative and dividing
methods can be distinguished. The first one build
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a tree of connections, starting from single objects,
putting the most similar ones into larger clusters un-
til one large cluster is obtained. The second one work
in an opposite manner: they start from the full group
of objects and divide them until reaching a level of
single objects.

The second group of cluster analysis methods
contains non-hierarchical methods. In this case as
a result no relation clusters structure is obtained.
In most cases that methods need to know a priori a
number of clusters which will be obtained as result of
the analysis. The most frequently used algorithm in
the scope of this approach is the k-means algorithm.
As a result of that algorithm, the observations (ob-
jects) are assigned to a set of clusters in such a way as
to maximize the distances (minimalize similarities)
between objects in a multidimensional space. Anoth-
er approach to the non-hierarchical clustering is the
Expectation Maximization (EM) method [10]. It is
the usability of the EM method in decision-making
support regarding the selection of additional mate-
rials for the SAW process that the authors of this
paper decided to study.

The EM method assumes that a data set is de-
scribed by a general distribution, which is a mixture
of several probability distributions, separate for each
cluster. The fundamental algorithm of this method
approximates the distribution in such a way that
maximizes the general probability for a given clus-
ter’s division. A distinctive feature of this approach
is that no unequivocal belonging to a given cluster is
determined. Instead, the probability of its member-
ship to each cluster is defined.

Data acquisition

Acquisition of the data used for the analysis was
conducted in several stages. In the first one, five
producers offering fluxes on the Polish market (who
agreed on using data from their commercial offers)
were selected. In the next stage, the description and
fluxes selection criteria were determined. The fol-
lowing criteria were used: the Boniszewski basic in-
dex (WZB), properties of the weld formed after the
process (element contents – carbon, silicon, man-
ganese, molybdenum, chromium, nickel; strength,
yield point and elongation) as well as price. It is
worth mentioning that the weld properties are affect-
ed not only by the flux, but also by the welding wire
used in the welding process as well. It is because there
is a strong relation between these two additional ma-
terials for the SAWmethod. Using the same flux with
various wires results in obtaining welds of different
mechanical and chemical properties. That is why in

the last stage of data acquisition, the properties of
the fluxes and welds were analyzed with distinguish-
ing the welding wire used in the process. As a con-
sequence, the data set (possible variants) contained
274 records. Next data cleaning was performed. It
is very important in each Data Mining project [11],
especially in cluster analysis. After studying the dis-
criminating capability of the diagnostic features (all
features were discovered to be important), data gaps
and tensile strength (Rm) highly correlated (r = 0.8)
to yield strength (Re) were removed. Then standard-
ization of the features was performed. As a result
of these actions, the final data set was obtained, it
consists on 212 records (objects). A single object, as
mentioned before, is described in a combination of
flux and weld wire, as well as weld properties after
the welding process and the 10 diagnostic features
describing them.

Experimental work

The research was conducted in phases. In the
first stage, a hierarchical clustering methods was de-
ployed – the Ward method with Euclidean distance
– to determine the most appropriate number of clus-
ters for the analyzed problem. This made it possible
to build a tree diagram – dendrogram (Fig. 1), show-
ing a hierarchical structure of objects in the function
of decreasing similarity (increasing distance) among
them. Drawing a horizontal line in the diagram en-
ables one to select (“cut off”) the number of clusters
which best describes a given dataset. Analysis of the
diagram reveals that division into 3–5 groups will
be the most appropriate. The authors decided to
use four clusters (k = 4) and to apply this num-
ber as a parameter for further analysis with the se-

Fig. 1. Tree diagram of agglomeration method results
using Ward method.
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lected non-hierarchical method – Expectation Max-
imization. As emphasized before, this method is
aimed at supporting decision-making by a SAW
process engineer.
As part of building a model using the EM

method, the authors decided to confirm the correct-
ness of selecting 4 clusters. In order to do this, a 10 –
fold cross validation test was used. Its results, illus-
trated in Fig. 2 using an earlier defined cost curve,
also indicate that division into 4 clusters is an apt
choice (it is clearly visible that the decrease in cost
after changing from 4 to 5 clusters is no longer rel-
evant). The next stage was analysis of the results
obtained using the EM method.

Fig. 2. Cost sequence diagram – result of 10 – fold cross
validation

The results of the variance analysis conducted in
the scope of the EM method (Table 1) indicate that
each of the selected diagnostic features significant-
ly differentiates among the obtained clusters (the
p values for each of them are definitely lower than
commonly accepted significance levels). It confirms

Table 1
Results of variance analysis. Designations: SSinter – SS (sum
of squares) between clusters; df – degree of freedom, SSin –

SS inside clusters; F – test statistic, p – p-value

SSinter df SSin df F p

WZB 31.77 3 132.21 208 16.66 0.000

C [%] 0.04 3 0.27 208 11.20 0.000

Si [%] 0.75 3 9.90 208 5.29 0.002

Mn [%] 14.89 3 161.46 208 6.39 0.000

Mo / % 181.75 3 340.87 208 36.97 0.000

Cr [%] 17861.46 3 484.43 208 2556.40 0.000

Ni [%] 13771.18 3 14497.59 208 65.86 0.000

Re [N/mm2] 209591.92 3 1345373.53 208 10.80 0.000

A5 [%] 3124.44 3 3471.45 208 62.40 0.000

Price [PLN/kg] 912.63 3 1525.33 208 41.48 0

the analysis results of the discriminating capability
of the features that describe a flux – wire combi-
nation and ensures the reliability of their choice. In
Table 2, the average values for each cluster obtained
using the EM method are presented (the algorithm
assigned a given object to a cluster with the highest
affiliation probability).

Table 2

Average values for 4 clusters obtained by k-means method.
Designations: WZB – Boniszewski basic index; C – carbon;
Si – silicon; Mn – manganese; Cr – chromium; Ni – nickel;
Re – yield point; A5 – elongation; N – number of cases; PN –

percentage of cases.

Cluster no. 1 2 3 4

WZB 2.09 1.638 2.784 1.710

C [%] 0.032 0.043 0.078 0.063

Si/ % 0.29 0.439 0.296 0.419

Mn [%] 1.397 1.991 1.092 1.318

Mo [%] 1.729 2.6 0.487 0.16

Cr [%] 20.032 20.563 0.748 0.088

Ni [%] 10.055 22.378 1.137 0.083

Re [N/mm2] 445.968 433.594 534.677 451.61

A5 [%] 29.258 34.906 22.935 25.025

Price [PLN/kg] 10.119 15.837 11.075 9.912

N 31 32 31 118

PN [%] 14.62 15.09 14.62 55.66

The diagram of averages, shown in Fig. 3, also
confirms the conclusions from the variance analysis
– for each diagnostic feature, the average value of at
least one cluster significantly differs from the oth-
ers (see Table 1). To make the average values for par-

Fig. 3. Diagram of average values of particular features
for constructed clusters
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Table 3
Results of SAW flux clustering on basis of features.

Cluster No., elements Cluster description

Cluster 1
101-105, 113-117, 119, 179-185, 193, 197-200,
202-203, 221-224, 226-227

Cluster 1 is a group of inert fluxes with a low melting temperature. This
cluster is characterized by low contents of carbon in the weld, high contents
of silicon, manganese and chromium. Their application enables one to obtain
very good welding properties, but they leave more inclusions, which decrease
the possible impact strength. It is the group with a relatively high price per
kg.

Cluster 2
41-46, 48-53, 106-112, 118, 120, 172-173, 189-
192, 194-196, 201, 225

The second cluster is a group of basic fluxes characterized by low silicon con-
tent, high contents of molybdenum, manganese, chromium and nickel. That is
why they are recommended mostly for welding high alloyed steels. Cluster 2
fluxes are of low yield strength and high elongation. They are more expensive
than the fluxes from the 3rd and 4th cluster, but cheaper than those from
cluster 1.

Cluster 3
5-6, 10-12, 14-16, 27, 84, 86-88, 96, 187-188,
235-236, 239-240, 246-249, 252-253, 256-258,
263, 266

Cluster 3 is a group of high-basic clusters (WZB > 2.0). Therefore, they have
high melting temperatures. This group of fluxes, with proper welding proce-
dures, enables one to obtain a high melt purity and high impact strength value
at low temperatures. The fluxes from this cluster are also characterized by a
high ductility value of the welded joint, the lowest elongation and relatively
high amount of carbon. The contents of manganese, molybdenum, chromium
and nickel are insignificant. Their price is on an average level – this group
was ranked 3rd by this criterion.

Cluster 4
1-4, 7-9, 13, 17-26, 28-40, 70-83, 85, 89-95, 97-
100, 166-171, 174-178, 186, 204-220, 228-234,
237-238, 241-245, 250-251, 254-255, 259-262,
264-265, 267-274

Cluster 4 is a group of acidic fluxes with a low Boniszewski index value. This
cluster is characterized by high contents of carbon and silicon in the weld and
high yield strength with low elongation. The weld formed after the process
contains numerous inclusions lowering the impact strength. It is the cheapest
group of fluxes.

ticular clusters comparable in the range of all the
analyzed features, the Y axis was properly scaled,
while the average values were shown using standard-
ized values. Means with particularly different values
were designated using rectangles.
In Table 3, the flux – wire combinations belonging

to particular clusters are presented. Such a juxtapo-
sition will make it possible for a process engineer to
select an appropriate variant among significantly dif-
ferent clusters and then select a combination inside
one cluster which will best suit his expectations, e.g.
regarding price.

Conclusions

The paper presents usefulness of the Expectation
Maximization method to support decisions made by
the engineer responsible for the purchase of addition-
al materials for the SAW process. On the basis of the
obtained analysis results, one can select an appro-
priate combination of flux and welding wire among
four isolated, different clusters. An unquestionable
advantage of this method is assigning each of the
212 records a probability of affiliation to all the four
clusters. That is why it is possible to select cases
which are ambiguous or do not fully fit inside just a
single cluster.
Further studies by the authors will be focused on

comparing the analysis results obtained by means

of the EM method with other approaches to cluster
analysis.

The presented results derive from scientific statu-

tory research conducted by Poznan University of

Technology, Poland, supported by the Polish Min-

istry of Science and Higher Education from financial

means in 2015–2016.
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