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Abstract 

Rapid development of computing and visualisation systems has resulted in an unprecedented capability to 

display, in  real time, realistic computer-generated worlds. Advanced techniques, including three-dimensional 

(3D) projection, supplemented by multi-channel surround sound, create immersive environments whose 

applications range from entertainment to military to scientific. One of the most advanced virtual reality systems 

are CAVE-type systems, in which the user is surrounded by projection screens. Knowledge of the screen 

material scattering properties, which depend on projection geometry and wavelength, is mandatory for proper 

design of these systems. In this paper this problem is addressed by introducing a scattering distribution function, 

creating a dedicated measurement setup and investigating the properties of selected  materials used for rear 

projection screens. Based on the obtained results it can be concluded that the choice of the screen material has 

substantial impact on the performance of the system. 
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1. Introduction 

Rapid development of computers and visualisation systems allows the developers to 

concentrate on creating very realistic computer-generated worlds, called virtual reality (VR). 

To achieve the best quality and “feeling” of VR, the combination of three basic elements is 

needed: interaction with the generated world, ability to move freely and a perception of depth. 

These three elements are also referred in literature as I
3
: Interaction + Immersion + 

Imagination [1]. All of those elements are being introduced in computer games where players 

can easily “sink into” their  virtual world by having the ability to interact with almost every 

element of the displayed scene. Visual effects are also becoming increasingly realistic making 

them difficult to distinguish from the real world. Some systems allow the player to use the 

whole body as a controller which enhances his interaction with VR.  

An important limitation of most display systems used in the computer game environment is 

the size and extent of the generated image: only one screen, sometimes composed of multiple 

monitors, is used to display the scene, restricting his view to the space in front of the user. 

Several classes of current and potential applications of VR, e.g.: 

- military (for training pilots, paratroopers, equipment operators), 

- medicine (for training surgeons, dentists), 

- entertainment and tourism, 
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require screens with three-dimensional (3D) projection which cover the space around the user. 

Geometrical configuration of these projection systems makes them vulnerable to scattering, 

which will be discussed later in this paper. Knowledge of the spatial scattering distribution 

function of screen materials is mandatory for proper design of these systems. Since this 

information is not readily available, an experimental setup had to be developed in order to 

perform measurement of this function. Using this setup, the scattering properties of selected, 

commonly used projection screen materials were measured.   

2. Virtual reality systems 

The first virtual reality systems began to appear in the late twentieth century due to rapid 

development of computers. One of first systems was called CAVE which stands for Cave 

Automatic Virtual Environment. It was built at the University of Illinois at Chicago in 1992 

[2, 3]. It consisted of a cube in “classic” configuration (Fig.1a) in which four of the walls 

acted as projection screens. Projection was usually onto the floor and on three walls, one in 

front and two on the sides of the user. Projection on the ceiling was available as an option. 

However, an important disadvantage of such implementation of the CAVE is lack of complete 

immersion of the user in the projected scene, due to the lack of projection on the fourth wall 

and on the ceiling. The ability to move around is also limited due to the small size of the cube 

(approximately 3 m × 3 m × 3 m).  

       

Fig. 1. Examples of virtual reality systems: a) „classic” CAVE [2], b) virtusphere [4]. 

To overcome movement restrictions another type of system, called virtusphere, was 

developed [4] (Fig.1b). It consists of a human-sized ball (sphere) which is mounted on a set of 

rolls that allows the ball to rotate freely. As a result ,the user who is placed inside the sphere, 

has a feeling of unrestricted movement [6]. In this type of system, generation of the VR is 

performed by a cybernetic helmet, resulting in the user’s discomfort due to considerable 

weight of the helmet. There is also a possibility of delay in the projected images in the case of 

rapid movement of the user, e.g. when he suddenly starts to run or turn back [5]. Even with 

miniaturization of the cybernetic helmet this solution is not ideal.  

Another improvement to the VR system was made in an installation created at the 

University of Warwick (England) [6] (Fig.2). It comprized a rotating sphere placed in a 

vertical air stream causing the ball to “float”. The sphere was made of two layers of 

polycarbonate, where each of them consisted of several specially designed shapes [6] in order 

to ensure mechanical stiffness and provide a spherical projection screen by making the outer 

layer out of brushed material. This solution has some disadvantages. The most important is 
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attaining proper depth of focus for projection on a spherical screen. Another one is difficulty 

in seamless joining of pictures projected on the sphere from multiple projectors [7].  

 

Fig. 2. The virtual reality installation at the University of Warwick [6]. 

In order to create a VR system better than those presented above, some solutions present in 

both systems can be implemented. The combined system would consist of a CAVE and a 

human-sized ball (sphere) which would be placed inside. The sphere must be transparent and 

stiff to allow a user to be placed inside it and see the image projected on screens. Projection 

would take place on all sides of the cube (floor, ceiling, walls) giving the advantage of 

generating VR in every direction that the user can look to while the ball allows the user to 

have the feeling of free movement.  

Such solution is being developed in the Faculty of Electronics, Telecommunications and 

Informatics of Gdańsk University of Technology. One of key problems is obtaining a 

homogenous luminance distribution on rear projection screens (walls of the cube). It is 

determined mostly by properties of the material from which the screens are made and by 

characteristics of the projectors. Proper joining of projected pictures and pixel size have a 

direct impact on the quality of VR experienced by the user. The best solution is that the cube 

must be large enough to be able to put the eyes of the user near the centre of the whole 

system. To further increase the feeling of being “immersed” in VR, three-dimensional (3D) 

projection should be applied. 

There are several systems of 3D projection. The most common are stereoscopic systems 

that come in two types: active with projection separated in time (active stereo) and passive 

with projection separated in polarization (passive stereo) [8].These two methods have one 

disadvantage while the combined system is developed. The commercially available rotating 

sphere placed inside is made from a polymer material which may polarize or depolarize light 

in an uncontrolled manner thus the use of those systems may not work properly. However, a 

study of another rotating sphere, that will be able to keep polarization will be carried out in 

the future. Another approach to 3D projection is the stereoscopic method with separation of 

the spectrum. It is derived of the flaw that the previously mentioned systems had. This system 

is based on a technology called “wavelength triplet” developed by Infitec [9]. The principle of 

this system is to separate three wavelengths corresponding to three basic stimuli (colors) seen 
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by the human eye (blue, green, red) for the left and right eye respectively. The idea of the 

system is illustrated in Fig. 3.  

 

 

 

Fig. 3. Characteristic of the light beam projector Φ(λ) and transmission characteristic of filters respectively for 

the left and right eye [9]. 

By combining those three primary colors in an additive manner we can obtain any other 

color. Also we can combine different colors (with different wavelength distribution) to obtain 

as the result the same color and this is called the metamerism phenomenon [10]. It is used by 

Infitec to generate two images for each eye that have a small shift in wavelength between 

each other. Provided that the wavelength shift is small, colors seen by the left and right eye 

are almost the same (indistinguishable in practice). To use this technology the user must wear 

special lightweight glasses with a set of interference filters whose transmission characteristic 

are shown in Fig. 3.  

A number of problems of VR systems are still unsolved, both on technical matters and the 

subjective user perception of 3D impression as well as the impact on the users health and 

wellbeing [11]. 

3. Optical system requirements  

One of the most important parts of the CAVE-type VR system is the optical system – a 

system of 3D rear projection. A few types of stereoscopic systems were developed [8]. 

However, while developing a CAVE-type VR system we need to take a deeper look into the 

geometry of projection and observation angles. Let us consider the geometry configuration of 

the classic CAVE (Fig. 4a), projection onto the rotating sphere (Fig. 4b) and a system 

consisting of classic CAVE with rotating sphere placed inside (such as one being developed at 

Gdańsk University of Technology) [5]. 

The classic CAVE system is the worst case scenario of the requirements for projection 

geometry. The user can move freely on the floor of the CAVE, so the angle of view α (angle 

of scattered light, incident to user eyes, Fig. 4) can be extremely high. Because of lack of 

space outside the CAVE, the throw ratio is about 1:1 (this means that dimension of the screen 

is equal the distance between the screen and the projector) therefore throw angle β (angle of 

incident light from the projector, Fig. 4) is also high. The difference of these angles 

(difference between directions of projection and viewing) can become even more than 90°. 
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Additionally, due to the small distance of the viewer from the screen, pixels seen by the user 

can be distinguished, so high resolution of projection is required. 

Projection onto the sphere requires covering the sphere surface by special scattering layers 

which provide the projection surface. Assuming that eyes of the user are in a fixed position, 

about in the middle of the sphere, the viewing angle α is about 0° (Fig.4.b). However, in this 

case the throw angle β can reach extremely high values. 

In the case of a rotating sphere placed inside the classic CAVE, we assume that the eyes of 

the user are also in a fixed position about in the middle of the sphere and CAVE. The viewing 

angles cannot reach as high values as in the classic CAVE (the user is in a fixed position), 

while the throw angle is the same. The difference of view and throw angles can also reach 

significant values.  

 

Fig. 4. Geometry of observation and projection in the plane of user sight for three VR systems:                                        

P - projector, U – user. 

High values of projection (throw) and observation (view) angles may cause problems when 

high quality 3D projection is needed. First, it may cause luminance differences depending on 

these angles. Further on the luminance distribution can vary for different wavelengths. It may 

cause differences of white balance of the image. This problem is very important especially for 

a rotating sphere placed inside the CAVE, as the best technique for 3D projection is 

projection with separation of the spectrum.  

Some of these negative effects can be partially compensated by the use of special software 

and optics. However, technical specification and research concentrate mainly on scattering 

characteristics for normal throw angle or for narrow range of angles [12, 13], while 

knowledge of spectral scattering properties of the screen material for high values of projection 

and observation angles (wide range) is required. This problem may be addressed by 

measuring or modeling of the scattering distribution function of screens for rear projection, 

known as BTDF (bidirectional transmittance distribution function) [13, 14], taking into 

account the geometry of the CAVE-type system.  

4. Measurement setup 

The developed measurement setup corresponds to combining configuration of the system, 

when the rotating sphere is placed inside the classic CAVE. The maximum viewing angle in 

that case was calculated as 45º, while the maximum throw angle  is evaluated as 24º 

(application of projector optics of throw ratio about 1:1 is assumed). For such constraints a 

measuring setup capable of illuminating the sample at an incident angle up to 40º and able to 

measure a dispersed rays cone up to 56º has been created. The scheme of the setup is 

presented in Fig. 5a, while the ready-to-use setup is shown in Fig 5b. Samples are placed on a 

rotating table allowing to get information about scattered rays in the XY plane. The accuracy 

of setting illumination (throw) angle (rays from the source to the sample) is up to 1º. As a 

detector a Konica Minolta CS-2000A Spectroradiometer was used. It was mounted on a tripod 

stand with pivoting head, capable of setting the observation angle with a resolution up to 2º. 
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Fig. 5. Scattering measurement setup a), and its photograph b) 1 – mirror on table rotating in the Z axis,  

2 – sliding table in the Y axis, 3 – rotating table in the XY plane, 4 – rotating mount for spectrometer,               

5 – light source, 6 – spectrometer, 7 – sample, α – throw (illuminance) angle. 

The measurement system presented in Fig. 5 is capable to test samples within calculated 

angle ranges. The photograph of the assembled measurement system ready to use is shown in 

Fig. 6. 

 

Fig. 6. Scattering measurement system: 1 – spectroradiometer CS-2000A, 2 – computer with dedicated software, 

3 – measurement setup. 

5. Measurement results 

Using the measurement setup presented in Fig. 5 and 6, measurements of scattering 

distribution functions were performed for selected materials. Spatial (angular) distribution 

functions of screen luminance were measured for two selected materials, Plexiglas RP  

offered by Evonik Rohm for rear projection [12]. Two materials were selected, the first one 

PLEXIGLAS®OPTICAL 7D006 RP with 45% transmission, with the scattering layer on 

both surfaces and 5mm thick, the second one PLEXIGLAS®OPTICAL 99561 RP with 45% 

transmission, with the scattering layer on both surfaces and 3mm thick. 

a) b) 
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Fig. 7. Measured scattering function for various materials - 7D006RP (Figure a, b and c) and 99561RP (Figure d, 

e and f), for various wavelength and illuminance angles                                                                                                

(0º - dot line, -10º - circle line, -20º - dashed line, -30º - solid line). 

Measurements were performed for three wavelengths: 466 nm, 555 nm, 608nm. Those 

wavelengths are corresponding to the dominant wavelength of three basic colors (blue, green, 

red) in a typical projector.  Measurements (luminance) were taken as a function of the 

viewing angle for a few illuminance (throw) angles for two axes X and Y (corresponding with 

the coordinates marked on the measurement setup scheme, Fig. 5.). As a light source a white 

LED was applied. Results are presented in Fig. 7.  

The normalized luminance function is not symmetrical for the Y axis (changes of 

illuminance angle were along the Y axis). Based on obtained results it is possible to assess the 

normalized luminance for high projection and view angles (e.g. projection angle -30°, view 

angle +50°, the difference of the sum of these angles is 80°). For a thick material (5mm) the 

luminance distribution is flatter than for a thin material (3mm) for both X and Y axes. Flatter 

distribution is better for rear projection (from the standpoint of luminance distribution). 

Additionally, a more detailed analysis shows that luminance distribution changes for different 
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wavelengths. For better readability, based on Konica Minolta CS-2000A spectroradiometer 

software, for the Y axis there were also calculated color coordinates xy for the measured light 

– white point (according to the CIE 1931 standard) [15]. They are presented in Fig. 8 for 

7D006 RP and in Fig. 9 for 99561 RP respectively. Each of figures consists of four subfigures 

named a-d. For example Fig. 8a, shows color coordinates xy for all measured viewing angles 

and illuminance angle of 0° for 7D006 RP. These figures show that the white point moves 

through the chromaticity diagram for different view angles. The distance between the extreme 

points can be considered as a quality parameter of the screen, taking into account changes of 

light chromaticity (for other CIE standards ΔE may be introduced). As a reference the white 

point is used for normal (0°) projection and view angles. This point is also marked (with a 

cross) in Fig. 8. and Fig. 9. 

 

Fig. 8. Color coordinates xy (CIE 1931) for Plexiglas 99561 RP, 3mm thickness, for all view angles: 

a) illuminance angle 0°, b) illuminance angle -10°, c) illuminance angle -20°, d) illuminance angle -30°. 

 

Fig. 9. Color coordinates xy (CIE 1931) for Plexiglas 7D006 RP, 3mm thickness, for all view angles: 

a) illuminance angle 0°, b) illuminance angle -10°, c) illuminance angle -20°, d) illuminance angle -30°. 
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Measurement uncertainty has two main sources: a) uncertainty in setting the incident and 

observation angles (1º and 2º, respectively) and b) the uncertainty of determination of the 

chromaticity coordinates (±0.002 for the CS-2000A spectroradiometer used in this research 

[15]). 

6. CONCLUSIONS 

Successful implementation of a virtual reality system with 3D projection is a very complex 

task, requiring the solution of several problems of different nature: mechanical, optical, 

control, data processing and display. One of these problems is the dependence of projected 3D 

scene luminance and color on the angle of observation. It is much more acute in the VR 

systems than in the systems used in cinemas or TV sets because of different geometry of the 

former systems.  
The dependence of projected 3D scene luminance and color on the angle of observation is 

determined by the properties of the scattering material used in the projection screen. While 

knowledge of the spatial scattering distribution function of screen materials is important for 

design of the 3D systems, it is not readily available. This necessitates the measurement of the 

scattering  properties of these materials. We expect that some additional techniques to the 

presented 3D projection like atmoshere compositon monitoring could be applied as well [16]. 

In this paper a measurement setup for determination of selected scattering (luminance and 

color) properties of screen materials has been developed. Using this system, the 

measurements were performed for two materials (differing in thickness). The obtained results 

show that thicker (5mm) RP plexiglas has better properties: flatter luminance distribution and 

less dispersion of coordinates of the white point. 
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