
1. Introduction

In technological process of steel industry heat transfer 
is a very important factor [1-3]. It plays an essential role 
especially in metal forming processes. The heat transfer 
at the solid to solid contact interface is a very common 
phenomenon. Such situation takes place in metal forming 
process. The heat transfer between two solid surfaces is 
a difficult and complex process. There are many physical 
phenomena which influence the heat flux. Heat transfer 
occurs by radiation in very thin gap and conduction between 
the two surfaces brought into contact. Modelling of the 
temperature field, heat flux or heat transfer coefficient and 
other phenomena as regards to the process of heat transfer 
between two solid surfaces has been analysed by several 
authors, with both commercial software and original 
formulations having been applied.[4-10].

Determination of heat transfer boundary conditions is 
necessary to obtain solution to the heat conduction equation 
in order to obtain the temperature field. The accuracy of 
result of numerical calculations depends on the proper 
description of the boundary conditions. Heat flux between 
a tool and work piece is a function of temperature, pressure 
and time. For example in the forging process the time of 
contact between work piece and tool is long and takes about 
30 s for a single stroke. Thus, the heat transfer is intensive in 
such a case. The problem is also highly dependent on surface 
temperature and contact pressure.

A methodology for the determination of the heat transfer 
at the contact surface of a pair of samples is presented in the 
paper. It involves physical experiment and numerical methods. 
The time dependent temperature profiles have been measured 
at the experimental stand and inverse method is used to 
determine the heat flux at the surface of contact. 

2. The temperature measurements results

The schematic diagram of the experimental stand is 
shown in Fig. 1. Furnace has a protective atmosphere made 
of argon and additionally installed a graphite tube to protect 
the sample surface against oxidation. In the experiments two 
samples were used: the Hot sample which has been heated in 
of the furnace. The second which is named Cold was outside 
the furnace and has been kept at room temperature. When the 
Hot sample has reached the desired temperature, the furnace 
has been opened and the Cold sample was brought into contact 
with the Hot one at the constant pressure. 

In each sample 4 thermocouples were installed with 
a diameter of 0,5 mm. Geometry of sample and locations of 
the thermocouples is shown in Fig. 2. Unfortunately, one of 
the thermocouples was damaged in the Hot sample. During 
the approach of samples and throughout the test the output 
of seven thermocouples was monitored and recorded using 
a computer-based data acquisition system with a frequency 
of 10 Hz.
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                  a)                                                             b)

 
Fig.  1 Schematic diagram of the experiment a) The sample heating 
in the furnace b) The samples positions during the compression test

Fig.  2. Geometry of samples and location of thermocouples

The dimensions of samples were as the following: 20 
mm in height and 20 mm in diameter. Material of the Cold 

a)                                            b)                                                       c)

-6 -3 0 3 6 9 12 15 18 21 24 27 30
Time, s

0

100

200

300

400

500

600

700

800

Te
m

pe
ra

tu
re

, o C

Cold-1
Cold-2
Cold-3
Cold-4
Hot-1
Hot-2
Hot-4

  
-6 -3 0 3 6 9 12 15 18 21 24 27 30

Time, s

0

100

200

300

400

500

600

700

800

Te
m

pe
ra

tu
re

, o C

  -6 -3 0 3 6 9 12 15 18 21 24 27 30
Time, s

0

100

200

300

400

500

600

700

800

Te
m

pe
ra

tu
re

, o C

Fig. 3 temperature distributions in time for the initial sample temperature of 800°c and pressure of :a) – 1 MPa, b) – 10 MPa, c) – 20 MPa
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Fig. 4 temperature distributions in time for the initial sample temperature of 1000°c and pressure of: a) – 1 MPa, b) – 10 MPa, c) – 20 MPa
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Fig. 5 temperature distributions in time for the initial sample temperature of 1100°c and pressure of: a) – 1 MPa, b) – 10 MPa, c) – 20 MPa
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sample was NC6 steel. The Hot sample was made of C45 steel. 
The Hot sample has been heated to an initial temperature of: 
800°C, 1000°C and 1100°C. The samples have been brought 
into contact under a pressure of: 1 MPa, 10 MPa and 20 MPa. 
The samples surfaces were polished after each test and the 
surface of the Cold samples was cleaned. Time of contact has 
been equal to 30 s in each test. 

The results of temperature measurements for an initial 
sample temperature of 800°C has been shown in Fig. 3. In Fig. 
4, results for the sample temperature of 1000°C and in Fig. 5 
for 1100°C have been presented. Increasing the pressure leads 
to higher temperature of the Cold sample and lower of the Hot 
sample for each tests.

3. numerical model

The numerical model consists of the inverse method 
employed for calculating the heat flux at the interface between 
Cold and Hot sample. The heat flux at the interface has been 
determined from the solution to the boundary inverse heat 
conduction problem. The boundary condition of the heat flux 
is seeking from temperature variations at points located inside 
the Cold and Hot samples. The computation algorithm of 
solving the inverse problem for cooling a three dimensional 
plate has been given by Malinowski at al. [11]. The necessary 
modification resulting from reduction of a three dimensional 
heat conduction problem to the axially symmetrical one will be 
given. The solution starts with an assumption of a general form 
of an approximating function of the heat transfer coefficient 
variation in time. The final aim is to determine the specific 
form of that function. The objective function has been assumed 
in the dimensionless form:

(1)

where:
pi  –  vector of the unknown parameters, 

 – the sample temperature measured by the sensor i at time 
τj, 

 – the sample temperature at the location of the sensor i at 
time τj calculated from the finite element solution to the sample 
cooling.

the objective function given by eq. (1) defines the 
deference between measured and calculated temperatures. The 
unknown parameters pi  can be determined by minimizing the 
objective function. The variable matrix method [12] which 
utilizes the BFGS updating techniques has been employed. 
The derivatives of the objective function with respect to the 
unknown parameters pi have been estimated numerically. The 
finite difference form of the first derivative is given by:

(2)

In the approximate expression of the first derivative the 
increment Δpj= |pj| 10-6 has been used. 

The temperature field of the Cold and Hot sample is 
described by the Fourier equation:

(3)

where:
cp  – specific heat, [J/(kg k)]
λ – heat transfer coefficient, [W/(m k)]
ρ –density, [kg/m3]
τ – time, [s]
T– temperature, [k]

The temperature field of the sample was determined using 
an axially symmetrical solution to the heat conduction problem 
in a cylinder. The finite element discretization of the sample is 
shown in Fig.6. The description of the finite element model has 
been given in [13].
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Fig. 6 Finite element mesh employed for the sample discretization

The boundary condition at the contact surface between 
the Cold and Hot sample has been introduced in the form of 
heat flux:

(4)

where:
h(τ) - heat transfer coefficient at the interface. W/m2k
Ts – sample surface temperature, k
Ta – ambient temperature, k

The heat transfer coefficient h(τ) has been approximated by the 
cubic spline functions: 

(5)

Accuracy of the heat transfer coefficient approximation 
in time has been controlled dividing the time of contact into 
periods for which τ ϵ (τ1,τ2). The local coordinate h is given by:
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(6)

The cubic spline functions Hj have the following form:

(7)

The parameters pj define at nodes of approximation the 
values of the heat transfer coefficient at the samples interface 
and its derivatives with respect to time.

Boundary conditions at the sample side surfaces have 
been introduced in the following form:

(8)

where:
hss - heat transfer coefficient at the side surface, W/m2k
Tss – side surface temperature of the Hot or Cold sample, k

At the bottom surface of each sample the heat flux has 
been defined:

(9)

where:
hb - heat transfer coefficient at the bottom surface, W/m2k
Tb – bottom surface temperature of the Hot or Cold sample, k

The boundary conditions at the side surfaces have a strong 
influence on the accuracy of the inverse solution. To complete 
the boundary conditions, the heat transfer coefficients hss, hb 
has been specified. For the Hot sample the following relations

(10)

W/m2k (11)

have been used in the calculations [4]:

The semi-empirical equation: 

(12)

where:

(13)

and

 (14)
and
tss= Tss-273

have been used at the side surface of the Cold sample. 
The boundary conditions at the side surface of the cold sample 
take into account heat losses due to radiation and conduction 
to the insulation. At the bottom surface of the Cold sample the 
empirical equation has been employed [5]:

(15)

where:
τ - time, s

The samples material properties, necessary to solve the 
problem have been expressed as functions of temperature [14]. 

4. numerical computations and results

The results of numerical calculations have been presented 
in Fig. 7. The calculation results have allowed the determination 
of heat flux for all the cases. The Fig. 7 shows heat flux 
variations in time. As the contact pressure increases, the heat 
flux also increases. Higher initial temperature of the sample has 
given higher heat flux. The heat transfer was more intensive if 
the temperature difference was higher. The heat flux strongly 
depends on the contact pressure and initial temperature of 
the Hot sample. There are only minor differences of the heat 
fluxes curves determined from the inverse solution to the Cold 
and Hot sample. Same differences are due to the difficulties in 
the description of the boundary conditions for the Cold sample 
which has been inserted into the extremely hot furnace. 
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Fig. 7 Heat flux as function of time for the initial sample temperatures of: a) 800°C, b) 1000°C c) 1100°C
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The average deviation of the computed temperatures 
from the measured ones has been presented in Table 1. For 
all the cases the temperature difference is lower than 4°C. 
The accuracy of the determination of the temperature fields 

from the inverse solution is at acceptably level. The final 
temperature fields shown in Fig. 8 to Fig. 10 for both samples 
are correct. The shape of isotherm is typical for the examined 
heat transfer problem.

table 1
The average deviation of the calculated temperatures from the measured temperature histories. 

Initial temperature of the 
Hot sample Sample

Contact pressure
1 MPa 10 MPa 20 MPa

800°C
Cold 1.571°C 1.589°c 1.677°C
Hot 0.767°C 1.232°C 2.363°C

1000°C
Cold 2.449°c 3.667°C 0.709°c
Hot 0.770°C 1.736°C 0.468°C

1100°C
Cold 3.976°c 2.375°C 0.484°C
Hot 0.405°C 0.647°C 0.636°C

0 5 10
r, mm

0

5

10

15

20

Ax
is 

sy
m

m
et

ry
 z

, m
m

0 5 10
r, mm

0

5

10

15

20

Ax
is 

sy
m

m
et

ry

a) b)

  
0 5 10

r, mm

0

5

10

15

20

Ax
is 

sy
m

m
et

ry
 z

, m
m

0 5 10
r, mm

0

5

10

15

20
Ax

is 
sy

m
m

et
ry

 z
, m

m

c) d)

  
0 5 10

r, mm

0

5

10

15

20

Ax
is 

sy
m

m
et

ry
 z

, m
m

0 5 10
r, mm

0

5

10

15

20

Ax
is 

sy
m

m
et

ry
 z

, m
m

e) f)

Fig. 8 temperature fields for test of an initial Hot sample temperature of 800°c a) cold – 1 MPa, b) Hot – 1 MPa, c) cold 
– 10 MPa, d) Hot – 10 MPa, e) Hot – 20 MPa, f) cold – 20 MPa
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Fig. 9 temperature fields for test of an initial Hot sample temperature of 1000°c a) cold – 1 MPa, b) Hot – 1 MPa, c) cold – 10 MPa, d) Hot 
– 10 MPa, e) Hot – 20 MPa, f) cold – 20 MPa
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Fig. 10 temperature fields for test of an initial Hot sample temperature of 1100°c a) cold – 1 MPa, b) Hot – 1 MPa, c) cold – 10 MPa, d) 
Hot – 10 MPa, e) Hot – 20 MPa, f) cold – 20 MPa
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5. conclusion

The methodology for the determination of the heat transfer 
coefficient at solid to solid interface has been developed. It 
involves physical experiment and numerical methods. The 
first one requires measurements of the temperature variations 
at specified points at two samples brought into contact. The 
numerical part makes use of the inverse method for calculating 
the heat flux and heat transfer coefficient at samples interface. 

Correct results have been obtained for all samples and 
cases as regards to the heat flux. The next stage of research 
will be focused in determining the heat transfer coefficient as 
empirical relationships of the sample surface temperatures and 
pressures for the Hot and Cold samples, which model the tool 
and work piece. 
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